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1
Introduction

Since the start of Artificial Intelligence (AI) as a field of study during the
Dartmouth Summer Research Project on Artificial Intelligence, one of its key
goals has been to create machines that “exhibit every aspect of learning” and
that “improve themselves” [230]. Over the decades since, the preconditions for
developing such machines such as large amounts of available data, proximity to
and capabilities of electronic devices are increasingly being met. As a result,
the field that takes up the study and practice of adaptive machines, commonly
referred to as machine learning, has established itself as a serious academic
effort as well as a significant industry globally.

The growing interest in and impact of learning systems is accompanied by
a growing skepticism of – or even animosity to – these technologies. Issues
such as diminishing privacy, a (perceived) lack of control and lacking safety
guarantees are often cited [6, 86, 303]. These worries have found their way to
the societal and academic agendas, as reflected by various initiatives to inform
the wider society and efforts to develop controllable, interpretable and safe
adaptive systems [88, 423, 426, 370].

Reinforcement learning (RL) is a particularly general framework to AI,
aimed at obtaining behaviors that achieve the best expected outcome. The RL
framework is about “learning what to do—how to map situations to actions—so
as to maximize a numerical reward signal” [338]. In RL, actions are taken by an
agent in a sequence of situations known as states of its environment. In some
cases, the agent knows everything about the environment: its possible states,
the effects of actions and the associated rewards. In these cases, the agent can
find a suitable solution by reasoning and planning, i.e. performing operations
on a representation of the environment internal to the agent. Challenges still
exist here, for example state and action spaces that are too large to represent
internally or reason over [322]. In other cases, not everything about the envir-
onment is known. In these cases, the agent has to attempt various actions in
the environment and observe their results in order to achieve its goal.

In the past decades, RL has shown many impressive real-world applica-
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tions in its relatively brief history. An early real-world success is commonly
recognized in Tesauro’s backgammon player that learned to play at a “strong
intermediate level” with solely a set of randomly initialized neural networks
weights and a sufficient number of games played against itself [351]. Its re-
cent counterpart can be found in AlphaGo Zero by Silver et al. [322], which
defeated the best human player in the game of Go in essentially the same way.
Within e-sports, RL has outperformed top human champions in the individual
setting of a car racing game [392], as well as the team setting of a real-time
strategy game [374]. Within computer hardware design, RL is used to generate
manufacturable chip floorplans in under six hours. A stark contrast to the
“months of intense effort by physical design engineers” otherwise required for
this challenging problem [237]. Within continuous control, RL has been used
to control tokamak plasmas for nuclear fusion-based power generation [78],
to control stratospheric balloons that bring internet access to remote areas in
highly unpredictable conditions due to e.g. wind speed [26] and to minimize
energy usage for cooling data centers [189].

These successes indicate the power and potential for RL to improve our
lives. Many of the successful applications of RL so far, however, seem to have
been found in highly controlled settings that involve humans only to a very
limited extent. In many of the previously mentioned successes of RL, humans
are effectively entirely absent or the interaction between agent and human is
confined within the rules of a game. Such interaction patterns are not present
in important human-centered domains such as healthcare, finance, robotics,
education, government and retail. In order to investigate and increase the
potential for impact of RL, therefore, we have to study it in contexts that
involve humans. This is a broad challenge that, among others, includes the
interlinked issues of data efficiency, safety, and controllability [86]. We continue
this section by detailing each of these challenges and their interactions.

Data Efficiency

Adaptive systems that interact with humans generally have to be data effi-
cient. Firstly, every sub-optimal interaction between human user and agent
comes at the inherent cost of human patience. The user may simply lose in-
terest and forgo further interactions if performance is not up to the users’
standards for extended periods of time. To illustrate, the previously men-
tioned AlphaGoZero required 4.9 million games to achieve master status in the
game of Go [424]. Secondly, there may be legal and ethical objections to sub-
jecting users to more sub-optimal behavior than strictly necessary. Think, for
example, of the healthcare setting, where incorrect behaviors directly impact
human life and well-being. This example highlights the relation between data
efficiency and safety. If data collection comes at the risk of unsafe behavior,
then increasing data efficiency automatically results in increased safety. On top
of this, data efficiency is related to controllability: the ability to control the
agent to some degree may eliminate the need for experimentation by the agent.
Data efficiency is, finally, of particular importance in human contexts because
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of the typical absence of suitable simulators. Human behaviors, preferences,
mental states, physical states, etc. are notoriously heterogeneous, challenging
to model and hard to predict. Training an agent in interaction with a simulator
may therefore not be feasible while obtaining these data in large volumes from
real world situations is typically prohibitively expensive, both financially and
in terms of human effort.

Safety

All of the arguably most important and high-impact contexts, such as health-
care, finance, education, robotics in human contexts, etc. come with safety
constraints that have to be met at all times [422, 192]. While we humans care
about these contexts to such a degree that we have agreed to regulate them,
RL does not support such safety constraints out of the box [6, 86, 114]. Ad-
ditional systems have to be put in place to guarantee that humans are safe
when interacting with RL agents. While safety is a significant niche within
RL research, modelling and enforcing safety constraints remain challenges in
many realistic settings [86, 114, 264]: what formalisms are suitable for defining
safety constraints such that they are powerful enough to express real-world con-
straints and descriptive enough for domain experts to verify their correctness?
How do these safety mechanisms impact the learner: do constraints limit the
solution space and always reduce the learning problem as a result [5]? When
are constraints so restrictive that finding an acceptable solution via trial-and-
error alone becomes infeasible [184]? And if constraints negatively impact the
learner, what can we do to mitigate this impact?

As we mentioned previously, safety is related to data efficiency: an agent
that learns quickly, may make less critical errors. On the other hand, safety
constraints may both result in a more complex task and inhibit exploration,
and decrease data efficiency as a result. Additionally, ensuring the safety of
an RL agent can be viewed as the ability to prevent the agent from unsafe
behaviors. Safety, in this sense, can be seen as a special case of controllability
as well.

Controllability

Traditional RL solely relies on a reward function to quantify the appropriate-
ness of agent behavior. While the reward function is a very general mechanism
[323], it may not be sufficient in scenarios where agents interact with human
users. These users may have some notion of what a good solution looks like.
In this case, the agent should be able to benefit from this knowledge, e.g. to
stay safe during learning or to learn more data efficiently. A popular practice
for communicating such pre-existing knowledge to the agent is reward shap-
ing [254]. Additional rewards are given in hopes of guiding the agent to the
desired behavior. While reward shaping is useful, it is generally done in an
ad-hoc and problem-specific way and can be tedious. An alternative approach
known as curriculum learning comes with similar issues. In curriculum learn-
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ing, a series of tasks is formulated and presented to the agent in increasing
complexity in order speed up or enable learning of a final complex task [29].
Alternatively, users may control the agent directly in order to demonstrate what
suitable behavior looks like [150]. Generating these demonstrations, however,
typically requires proficiency at controlling the agent.

Another issue of controllability is that we may want to give a single agent
different goals at different times. Achieving such dynamic goals is certainly
possible with regular RL by e.g. including the goal in the state representation.
Regular RL however, does not take into account the special structure of dy-
namic goals in RL and as a result may have to relearn from scratch when given
a new goal that is only slightly different from a previous goal. Approaches exist
for reusing previously learned knowledge, including goal-conditioned RL [170,
311] and hierarchical RL [325, 335]. Such an approach, however, generally re-
quires that the goals and structure of the task is expressed fully up-front. This
is typically not the case with instructions that people give each other, whether
these are of an informal nature, such as recipes in cooking and directions in
navigation, or more formal such as medical guidelines or financial regulations.
In order to increase the potential of RL in human context, it has to be be able
to benefit from incomplete instructions as instructions that people tend to give
are incomplete.

1.1 Research Questions
This thesis aims to contribute to the development and usage of RL techniques in
human contexts. In order to break down the overarching challenge of developing
and using RL techniques in human contexts, we address five particular research
questions (RQS):

RQ1a How has RL been applied to personalization?

RQ1b How can we improve and personalize the decision-making in dialogue
agents with RL?

RQ1c How can we improve decision-making with RL when end-users and
agents interact in terms of goals and solutions?

RQ2 How do safety constraints affect RL learning tasks and how can we im-
prove data efficiency of safe RL?

RQ3 How can we control RL agents to improve safety and data efficiency?

RQs 1a-1c aim to support how RL has been and can be used in contexts
involving humans. RL agents can interact with human end-users either directly
or indirectly. In the former pattern, a (group of) human user(s) constitutes the
agent’s environment which the agent can affect through its actions. We hereby
refer to this interaction pattern as personalization. A comprehensive overview
of RL usages for personalization is currently lacking. Such an overview would
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inform us about how the aforementioned challenges are tackled in practice in
this interaction pattern. In the latter, indirect, interaction pattern, the user
does not constitute the environment but provides the goals for the agent to
achieve and the constraints under which to achieve these. The agent learns a
solution and then presents this solution to the user in this interaction pattern.
We study both of these interaction patterns to answer research questions RQ1a-
RQ1c.

Having built an understanding of the usage of RL in human contexts, we can
turn to the challenges listed above with RQ2 and RQ3. The first of these ad-
dresses the combined challenge of safety and data efficiency and is motivated by
the gaps in our understanding on the interplay between strict safety constraints
and data efficiency identified above. The second research question deals with
ways of controlling the agent and it relates to both the challenges identified
earlier in the sections ‘Safety’ and ‘Controllability’. Regarding the challenge of
safety, it is particularly interesting how safety constraints can be expressed so
that both these both useful for both the agent and a human (expert) . In this
thesis we consider the usage of linear temporal logic for controlling the agent
both in terms of safety and data efficiency [275]. This logic has recently be-
come of interest to the RL community due to its ability for expressing formulae
about the future of paths, which is helpful when expressing what constitutes a
safe path [5, 108, 169, 184, 385, 398]. At the same time, these expressions can
be used to break down a full task into smaller subtasks. Solutions to subtasks
may be easier to find and additionally, may be combined to solve previously
unseen tasks [9, 48, 157, 158].

1.2 Scope
This thesis is composed of a set of papers written during a period of five years.
The papers are each presented in a separate chapter and all received slight
editorializing for inclusion in this work. Specifically, tables and figures were
resized, notation and terminology was harmonized and citations of own works
were updated to refer to chapters. The set of papers collectively address a set
of topics that in turn form the scope of this thesis. These topics are:

1. Reinforcement Learning for Personalization in Chapters 2, 3 and 6

2. Adaptive dialogue agents in Chapters 3 and 4

3. Operations Management in Human Context in Chapter 5

4. Safe reinforcement learning in Chapters 6 and 7

5. Reinforcement learning with instructions in Chapter 8

The first topic answers research questions 1a and 1b. The second topic deals
with research question 1c. The third topic deals with research 2 and the final
topic deals with research question 3. We divide these topics into two parts:
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Part Chapter Paper RQ

I

2 den Hengst et al. [P4] 1a
3 den Hengst et al. [P5] 1b
4 van Zeelt, den Hengst and Hashemi [P7] 1b
5 Smit et al. [P6] 1c

II
6 den Hengst et al. [P2] 2
7 den Hengst et al. [P1] 2,3
8 den Hengst et al. [P3] 3

Table 1.1: Overview of parts, chapters, papers and research questions addressed in
this thesis.

Part I outlines innovations where RL brings benefits when applied in a human
context and Part II contains theoretical and algorithmic advances.

Table 1.1 displays the structure of this thesis by related topics, research
questions and papers. By studying various applications of RL within human
contexts and proposing several improvements to the field of RL, we increase
its potential for impact in human contexts. We continue by elaborating on the
contributions of this thesis to these topics.

1.2.1 Reinforcement Learning for Personalization
We performed a systematic literature review into the usage of RL for personaliz-
ation. In this Chapter, we first describe how RL can be used for personalization,
and then introduce a framework to categorize related work. This framework
consists of a description of the settings in which RL has been used for person-
alization, a set of aspects to describe the particular solutions developed and a
characterization of the evaluation used. We then categorize related work us-
ing this framework and identify trends, challenges and opportunities for future
work. Our primary finding is a marked increase in the number of studies that
use RL for personalization over time. This increase, however, is not mirrored by
a comparable increase in studies that evaluate in a ‘live’ setting. The framework
and categorization additionally allow researchers and practitioners to quickly
navigate the field and identify relevant related work. The systematic literature
review is included in Chapter 2 of this thesis.

Next, we proposed to use RL for personalization of a dialogue agent in order
to increase its performance. We demonstrated that RL can be used to person-
alize the dialogue management module of dialogue agents and that this can
lead to an improved performance over an existing manually constructed gold
standard. In particular, we found that RL can tailor the decision-making of a
recommendation agent across domains and that the RL-driven approaches best
transfer to the newly introduced domain of financial product recommendation.
In this application, an RL agent directly interacts with a human. The paper
describing these efforts and outcomes can be found in Chapter 3.
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Finally, we create a safe RL approach in the medical domain. The approach
is used to optimize mechanical ventilation settings in critical care. Learned
policies make decisions based on characteristics of the individual patients, in-
cluding demographic and physiological variables. In our evaluations, we found
that policies trained with RL selected more varied actions than those made
by clinicians. Additionally, we found that policies could be learned that se-
lect actions compliant to a medical guideline on protective lung ventilation at
limited cost to overall performance. In this application, an RL agent can inter-
act directly or indirectly with a human: either by selecting ventilator settings
autonomously or by advising clinicians on favourable settings. This approach
to safe RL in medicine is described in Chapter 6.

1.2.2 Adaptive dialogue agents
Communicating with artificial agents in a conversational interaction style has
been one of the central challenges in Artificial Intelligence since its initiation
as a field of research [230, 366]. A crucial component of this challenge is in-
cluding personal context in the dialogue, since personal context is crucial to
communication between humans [30]. We describe an approach to personaliz-
ing dialogue agents. We additionally include novel comparisons of RL-based
approaches to a state-of-the-art approach based on entropy minimization and
to a heuristics-driven approach. These efforts are described together with our
efforts into personalizing dialogue agents in Chapter 3.

Additionally, we have investigated the evaluation of dialogue agents. A key
challenge here is to evaluate whether a dialogue has met the users’ information
needs. We have little opportunity to ask the user when they have aborted the
interaction and typically do not know whether they did so because of being
satisfied with the information given so far or rather because they lost patience
and continue by obtaining the desired information by some other means. In
Chapter 4 we list best practices for collecting annotations of using third-party
annotators, i.e. judges of dialogue quality that are not using the system, and
we introduce a tool for collecting annotations that implement these.

We additionally build on this topic by using it as an application area in the
study of safe RL as described below.

1.2.3 Operations Management in Human Context
We have studied the use of RL in an important problem in operations manage-
ment: strategic workforce planning (SWP). This problem is not only common
and challenging, it is also provides an interesting test-bed for applying RL in
human context. Firstly, because a SWP decision support tool makes decisions
about people in an organization. This will require a proper alignment between
the formal optimization objectives and the actual intended outcome by domain
experts using the tool. SWP is, secondly, a complementary test-bed to those
of personalization and dialogue agents in the way the user interacts with the
agent. In particular, the user interacts directly, i.e. at the level of states and

11
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actions, with the agent in the personalization and dialogue agent-settings. In
contrast, a second and indirect level of interaction is present for SWP. The user
interacts with the agent at the level of rewards and policies in the sense that
the user specifies the reward and inspects the agents’ policy in SWP.

To tackle this SWP problem, we contributed a simulation-optimization ap-
proach and have studied its applicability and performance in a comparison
with a linear-programming baseline in Chapter 5. In particular, we compare
two common scenarios of SWP and compare performance between the baseline
and proposed approach. The scenarios differ in how the optimization goal is
defined: in the first scenario, the goal is easy to optimize for with existing
approaches but hard to express for domain experts whereas the goal is easy
to express in the second scenario. We find that the proposed approach per-
forms comparable to the baseline in the first scenario while it outperforms the
baseline in the second scenario.

1.2.4 Safe Reinforcement Learning
We have proposed a framework in which statements in medical guidelines are
operationalized as safety constraints in a RL learning process. We evaluated the
approach in a study with observational data and results indicate that our ap-
proach has the potential to decrease 90-day mortality while ensuring guideline
adherence. Since the learned policies come with safety guarantees, they may
be more trusted by clinicians relying on the policies’ decision-making. These
contributions may be found in Chapter 6.

We have additionally studied how safety constraints can be modeled in lin-
ear temporal logic (LTL), a formalism that was designed to model computer
programs and in which properties that include a notion of time can be expressed
symbolically. We analyzed how safety constraints impact expected future re-
wards and showed a relation between expected rewards and the progress toward
a goal in a particular representation of the safety constraints known under the
umbrella term of automata.

We have then proposed an algorithm to scale safe RL with constraint com-
plexity based on symbolic reasoning, i.e. planning. We use planning to infer
progress toward a symbolically expressed goal and then inform the learner of
progress using potential-based reward shaping in this algorithm. In doing so,
we do not only use the symbolic constraints to limit the learner, but also lever-
age these to guide it. We have modeled real-world constraints from the banking
domain and applied them to the adaptive dialogue agent case study introduced
in Chapter 3. Our efforts related to safety in RL can be found in Chapter 7.

1.2.5 Reinforcement Learning with Instructions
We have proposed a framework for using high-level instructions within RL. Of
note is that the framework can benefit from instructions that are incomplete,
making it widely applicable. It includes a way to encode such instructions, to
control an agent with such instructions and to learn from experiences. The
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framework enables the learning of named behaviors using only incomplete in-
structions and experiences. The learned behaviors are associated with names
from the instructions. Humans can choose names that are meaningful to them,
such as ‘collect wood’ or ‘move north’. These behaviors can therefore easily be
reused in instructions for other tasks. In evaluations of the framework, we show
that it outperforms the state-of-the-art in single-task, multi-task and zero-shot
settings.

After our earlier contributions on safe RL, learning with instructions is a
second approach to controlling RL agents. These approaches are quite different
when viewed up close: our contribution on safe RL is specific to a setting
with safety constraints and alters the reward function whereas our contribution
on RL with instructions applies broadly and uses hierarchical RL. There is
however, an important similarity to both contributions. Both rely on the usage
of automata and temporal logic to encode prior knowledge of either safety
constraints or task instructions. Our contributions to the topic of RL with
instructions were inspired by our insights on safe RL with automata and can
be found in Chapter 8.

1.3 Overview and Personal Contributions
The personal contributions to the papers in this thesis made by the author are:

Chapter 2: den Hengst et al. [P4] I initiated and took the lead in this
study, proposed the framework used for categorization, took the lead in
data gathering and served as corresponding author. In equal participation
with Ali el Hassouni and Eoin Grua, I worked on the data analysis and
writing of several sections of this work.

Chapter 3: den Hengst et al. [P5] I acted as lead in this research and was
involved in all of its components. I proposed the study design and meth-
odology, including all novel approaches included therein. I implemented
these approaches, ran the experiments, analyzed their results and created
figures and tables to present these. I wrote the paper to present these.

Chapter 4: van Zeelt, den Hengst and Hashemi [P7] Together with
Mickey van Zeelt, a M.Sc. student in Information Systems who I
co-supervised with dr. Seyyed Hadi Hashemi, I was actively involved
in all stages of research. In particular, I participated in the survey of
literature, the study design and data collection. I took the lead in data
analysis and writing of the paper and serve as second author of this
paper.

Chapter 5: Smit et al. [P6] I developed this work together with Yannick
Smit, a M.Sc. student in Stochastics and Financial Mathematics for
whom I acted as daily supervisor, and dr. Ehsan Mehdad. While Ehsan
first proposed the project, I worked on the motivation, conceptualisation
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and literature study phases of this work. Together with Yannick, I de-
veloped the proposed approach and the experimental setup. I reviewed
the implementation by Yannick. I participated in the data analysis, the
generation of figures and I wrote the paper as joint first author.

Chapter 6: den Hengst et al. [P2] I initiated the project, contributed the
framework, developed the code for RL modeling, RL training and evalu-
ation. The guideline encoding was created in consultation with co-authors
Martijn Otten and Paul Elbers and Haritha Jayaraman for her Msc.
thesis project in a related project in which I acted as daily supervisor. I
serve as first author for this paper.

Chapter 8: den Hengst et al. [P3] I took the lead in this research and con-
tributed the approach, experimental setup and implementation. I con-
ducted the experiments, analyzed the results and wrote the paper.

Chapter 7: den Hengst et al. [P1] In this project, I took on the role of
project lead. I performed the theoretical analysis and proposed the al-
gorithm based on this analysis. I designed the experimental setup, im-
plemented it and conducted the experiments. I analyzed the results, gen-
erated figures and tables to present these and wrote the paper included
in this thesis.
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2
RL for Personalization: A Systematic Literature

Review

The major application areas of reinforcement learning (RL) have tradition-
ally been game playing and continuous control. In recent years, however, RL
has been increasingly applied in systems that interact with humans. RL can
personalize digital systems to make them more relevant to individual users.
Challenges in personalization settings may be different from challenges found
in traditional application areas of RL. An overview of work that uses RL for
personalization, however, is lacking. In this work, we introduce a framework
of personalization settings and use it in a systematic literature review. Besides
problem setting, we review solutions and evaluation strategies. Results show
that RL has been increasingly applied to personalization problems and realistic
evaluations have become more prevalent. RL has become sufficiently robust to
apply in contexts that involve humans and the field as a whole is growing.
However, it seems not to be maturing: the ratios of studies that include a com-
parison or a realistic evaluation are not showing upward trends and the vast
majority of algorithms are used only once. This review can be used to find
related work across domains, provides insights into the state of the field and
identifies opportunities for future work.

Based on [P4]:
Floris den Hengst, Eoin Grua, Eoin Martino Grua, Ali el Hassouni and Mark
Hoogendoorn
Reinforcement Learning for Personalization: A Systematic
Literature Review
Data Science 2020
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2.1 Introduction
For several decades, both academia and commerce have sought to develop
tailored products and services at low cost in various application domains. These
reach far and wide, including medicine [12, 123], human-computer interaction
[102, 215], product, news, music and video recommendations [291, 293, 381]
and even manufacturing [67, 272]. When products and services are adapted to
individual tastes, they become more appealing, desirable, informative, e.g. rel-
evant to the intended user than one-size-fits all alternatives. Such adaptation
is referred to as personalization [93].

Digital systems enable personalization on a grand scale. The key enabler is
data. While the software on these systems is identical for all users, the beha-
vior of these systems can be tailored based on experiences with individual users.
For example, Netflix’s1 digital video delivery mechanism includes tracking of
views and ratings. These ease the gratification of diverse entertainment needs
as they enable Netflix to offer instantaneous personalized content recommend-
ations. The ability to adapt system behavior to individual tastes is becoming
increasingly valuable as digital systems permeate our society.

Recently, reinforcement learning (RL) has been attracting substantial at-
tention as an elegant paradigm for personalization based on data. For any
particular environment or user state, this technique strives to determine the
sequence of actions to maximize a reward. These actions are not necessarily
selected to yield the highest reward now, but are typically selected to achieve
a high reward in the long term. Returning to the Netflix example, the com-
pany may not be interested in having a user watch a single recommended video
instantly, but rather aim for users to prolong their subscription after having
enjoyed many recommended videos. Besides the focus on long-term goals in
RL, rewards can be formulated in terms of user feedback so that no explicit
definition of desired behavior is required [23, 139].

RL has seen successful applications to personalization in a wide variety of
domains. Some of the earliest work, such as [315], [316] and [408] focused on web
services. More recently, [197] showed that adding personalization to an existing
online news recommendation engine increased click-through rates by 12.5%.
Applications are not limited to web services, however. As an example from the
health domain, [415] achieve optimal per-patient treatment plans to address
advanced metastatic stage IIIB/IV non-small cell lung cancer in simulation.
They state that ‘there is significant potential of the proposed methodology for
developing personalized treatment strategies in other cancers, in cystic fibrosis,
and in other life-threatening diseases’. An early example of tailoring intelligent
tutor behavior using RL can be found in [221]. A more recent example in
this domain, [129], compared the effect of personalized and non-personalized
affective feedback in language learning with a social robot for children and
found that personalization significantly impacts psychological valence.

Although the aforementioned applications span various domains, they are
1https://www.netflix.com
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similar in solution: they all use traits of users to achieve personalization, and all
rely on implicit feedback from users. Furthermore, the use of RL in contexts
that involve humans poses challenges unique to this setting. In traditional
RL subfields such as game-playing and robotics, for example, simulators can
be used for rapid prototyping and in-silico benchmarks are well established
[27, 39, 85, 180]. Contexts with humans, however, may be much harder to
simulate and the deployment of autonomous agents in these contexts may come
with different concerns regarding for example safety. When using RL for a
personalization problem, similar issues may arise across different application
domains. An overview of RL for personalization across domains, however, is
lacking. We believe this is not to be attributed to fundamental differences in
setting, solution or methodology, but stems from application domains working
in isolation for cultural and historical reasons.

This paper provides an overview and categorization of RL applications for
personalization across a variety of application domains. It thus aids researchers
and practictioners in identifying related work relevant to a specific personaliza-
tion setting, promotes the understanding of how RL is used for personalization
and identifies challenges across domains. We first provide a brief introduction
of the RL framework and formally introduce how it can be used for personaliz-
ation. We then present a framework for characterizing problem settings. The
purpose of this framework is for researchers with a specific setting to identify
relevant related work across domains. We then use this framework in a system-
atic literature review (SLR). We investigate in which settings RL is used, which
solutions are common and how they are evaluated: Section 2.5 details the SLR
protocol, results and analysis are described in Section 2.6. All data collected
has been made available digitally [80]. Finally, we conclude with current trends
challenges in Section 2.7.

2.2 Reinforcement learning for personalization
RL considers problems in the framework of Markov decision processes or MDPs.
In this framework, an agent collects rewards over time by performing actions
in an environment as depicted in Figure 2.1. The goal of the agent is to
maximize the total amount of collected rewards over time. In this section,
we formally introduce the core concepts of MDPs and RL and include some
strategies to personalization without aiming to provide an in depth introduction
to RL. Following [338], we consider the related multi-armed and contextual
bandit problems as special cases of the full RL problem where actions do not
affect the environment and where observations of the environment are absent
or present respectively. We refer the reader to [338], [386] and [340] for a full
introduction.

An MDP is defined as a tuple ⟨S,A, T,R, γ⟩ where S ∈ {s1, . . . , sn}
is a finite set of states, A ∈ {a1, . . . , am} a finite set of system actions,
T : S × A × S → [0, 1] a probabilistic transition function, R : S × A → R
a reward function and γ ∈ [0, 1] a factor to discount future rewards. At each
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Agent

Environment

action
at

reward
rt

state
st

t t+ 1

Figure 2.1: The agent-environment interface from [338].

time step t, the system is confronted with some state st, performs some ac-
tion at which yields a reward rt+1 : R(st, at) and some state st+1 follow-
ing the probability distribution T (st, at). A series of these states, actions
and rewards from the onset to some terminal state tT is called a traject-
ory tr : ⟨st0 , at0 , rt1 , st1 , . . . , stT −1, atT −1, rtT

, stT
⟩. These trajectories typically

contain the interaction histories for users with the system. A single trajectory
can describe a single session of the user interacting with the system or can
contain many different separate sessions. Multiple trajectories may be avail-
able in a data set D ∈ {tr1, . . . , trℓ}. The goal is to find a policy π∗ out of all
Π : S×A→ [0, 1] that maximizes the sum of future rewards at any t, given an
end time T :

Gt :
T −1∑
k=t

γk−trk+1 (2.1)

If some expectation Eπ over the future reward for some policy π can be formu-
lated, a value can be assigned to some state s given that policy:

Vπ(s) = Eπ[Gt|st = s] (2.2)

Similarly, a value can be assigned to an action a in a state s:

Qπ(s, a) = Eπ[Gt|st = s, at = a] (2.3)

Now the optimal policy π∗ should satisfy ∀s ∈ S, ∀π ∈ Π : Vπ∗(s) ≥ Vπ(s) and
∀s ∈ S, a ∈ A,∀π ∈ Π : Qπ∗(s, a) ≥ Qπ(s, a). Assuming a suitable Eπ∗ [G],
π∗ consists of selecting the action that is expected to yield the highest sum of
rewards:

π∗(s) = arg max
a

Qπ∗(s, a),∀s ∈ S, a ∈ A (2.4)

With these definitions in place, we now turn to methods of finding π∗.
Such methods can be categorized by considering which elements of the MDP
are known. Generally, S, A and γ are determined upfront and known. T and
R, on the other hand, may or may not be known. If they are both known, the
expectation Eπ[G] is directly available and a corresponding π∗ can be found
analytically. In some settings, however, T and R may be unknown and π∗ must
be found empirically. This can be done by estimating T , R, V , Q and finally π∗
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or a combination thereof using data set D. Thus, if we include approximations
in Eq. (2.4), we get:

π̂∗(s)|D = arg max
a

Q̂π̂∗(s, a)|D,∀s ∈ S, a ∈ A (2.5)

As D may lack the required trajectories for a reasonable Eπ̂∗ [G] and may even
be empty initially, exploratory actions can be selected to enrich D. Such actions
need not follow π̂∗ as in Eq. (2.5) but may be selected through some other
mechanism such as sampling from the full action set A randomly.

Having introduced RL briefly, we continue by exploring some strategies
in applying this framework to the problem of personalizing systems. We re-
turn to our earlier example of a video recommendation task and consider a
set of n users U ∈ {u1, . . . , un}. A first way to adapt software systems to
an individual users’ needs is to define a separate environment, correspond-
ing MDP and RL agent for each user. The overall goal becomes to find a
set of optimal policies {π∗

1 , . . . , π
∗
n} for a set of environments formalized as

MDPs M : {M1 : ⟨S1, A1, T1, R1, γ1⟩, . . . ,Mn : ⟨Sn, An, Tn, Rn, γn⟩}. In the
case of approximations as in Eq. (2.5), these are made per MDP based on
data set Di with trajectories only involving that environment. In the run-
ning example, videos would be recommended to a user based on previous video
recommendations and selections of that particular user. The benefit of isol-
ated MDPs is that differences between Ti and Tj or between Ri and Rj for
MDPs Mi ̸= Mj are handled naturally, e.g. such differences do not make
Eπi

[G] incorrect. On the other hand, similarities between Ti, Tj and Ri, Rj

cannot be used. For example, consider a video recommendation task with
Sij = {morning, afternoon, night}. If two users ui ̸= uj are both using a
video service in the morning state, they may both like to watch a breakfast
news broadcast whereas in the night state they may both prefer a talk show.
Learning such patterns for each environment individually may require a sub-
stantial number of trajectories and may be infeasible in some settings, such as
those where users cannot be identified across trajectories or those where each
user is expected to contribute only one trajectory to Di.

An alternative approach is to use a single agent and MDP with user-specific
information in the state space S and learn a single π∗ for all users [P5]. In some
settings, users can be described using a function that returns a vector repres-
entation of the l features that characterize a user ϕ : U → ⟨ϕ1(U), . . . , ϕl(U)⟩.
Such a vector could for example contain age, favourite genre and viewing his-
tory. If two users uj ̸= ui have both enjoyed the first “Lord of the Rings”
movie and viewer uj has followed up on a recommendation of its sequel by
the system then this sequel may be a suitable recommendation for the other
viewer ui as well. Generally, this approach can be valuable when it is unclear
which elements of trajectories of users uj should be used in determining π∗

i .
Conceptually, finding π∗ now includes determining ui’s preference for actions
given a state and determining the relationship between user preferences. This
approach should therefore be able to overcome the negative transfer problem
described below when enough trajectories are available. The growth in state
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space size, on the other hand, may require an exorbitant number of trajectories
in D due to the curse of dimensionality [28]. Thus, ϕ is to be carefully designed
or dimensionality reduction techniques are to be used in approaches following
this strategy. As a closing remark on this approach to personalization, we note
that the distinction between task-related and user-specific information is some-
what artificial as S may already contain ϕ(U) in many practical settings and
we stress that the distinction is made for illustrative purposes here.

A third category of approaches can be considered as a middle ground
between learning a single π∗ and learning a π∗

i per user. It is motivated by
the idea that users and corresponding environments may be similar. If this is
the case, then trajectories Dj from some similar environment Mj ̸= Mi may
prove useful in estimating Eπi

[G]. One such an approach is based on cluster-
ing [91, 133, 221, 341]. Formally, it requires q ≤ n groups G ∈ {g1, . . . , gq}
and a mapping function Φ : M → G. In practice, this mapping function is
typically defined on the level of users U or the feature representation ϕ(U).
An RL agent is defined for every gp and interacts with all environments
Mi,Mj ,Φ(Mi) = Φ(Mj) = gp. Trajectories in Di and Dj are concatenated
or pooled to form a single Dp which is used to approximate Eπ̂p

[G] for all
Mi,Mj . A combined Dp may be orders of magnitude bigger than an isolated
Di, which may result in a much better approximation Eπ̂p [G]|Dp and a resulting
π̂∗

p(s)|Dp that yields a higher reward in all environments. For example, users
of the video recommendation service may be clustered by age and users in the
‘infant’ cluster may generally prefer children’s movies over history document-
aries. A related approach similarly uses trajectories Dj of other environments
Mj ̸= Mi but still aims to find environment-specific π∗

i . Trajectories in Dj are
weighted during estimation of Eπi [G] using some weighting scheme. This can
be understood as a generalization of the pooling approach. First, recall that
Φ : M → G for the pooling approach and note that it can be rewritten to
Φ : M ×M → {0, 1}. The weighting scheme, now, is a generalization where
Φ : M ×M → R. Finding a suitable Φ can be challenging in itself and depends
on the availability of user features, trajectories and the task at hand. Typical
strategies are to define Φ in terms of similarity of feature representations of
users [ϕ(ui), ϕ(uj)] or similarity of Di, Dj . The two previous approaches work
under the assumption that Ti, Tj and Ri, Rj are similar and that Φ is suitable.
If either of these assumptions is not met, pooling data may result in a policy
that is suboptimal for both Mi and Mj . This phenomenon is typically referred
to as the negative transfer problem [258].

2.3 Algorithms
In this section we provide an overview of specific RL techniques and algorithms
used for personalization. This overview is the result of our systematic literature
review as can be seen in Table 2.4. Figure 2.2 contains a diagram of the
discussed techniques. We start with a subset of the full RL problem known as
k-armed bandits. We bridge the gap towards the full RL setting with contextual
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Reinforcement learning
n=205

Multi-armed
bandits n=24

UCB
n=5

CLUB
n=2

Contextual
bandits
n=12

LinUCB
n=5

Policy-
gradient n=2

Value-based
n=99

Q-
learning

n=60

DQN
n=3

DDQN
n=2

Policy
iteration

n=5

Fitted Q-
iteration

n=3

Dyna-Q

n=2

Actor-Critic
n=8

Figure 2.2: Overview of types of RL algorithms discussed in this section and the
number of uses in publications included in this survey. See Table 2.4 for a list of all
(families of) algorithms used by more than one publication.

bandits approaches. Then, value-based and policy-gradient RL methods are
discussed.

2.3.1 Multi-armed bandits
Multi-armed bandits is a simplified setting of RL. As a result, it is often used
to introduce basic learning methods that can be extended to full RL algorithms
[338]. In the non-associative setting, the objective is to learn how to act op-
timally in a single situation. Formally, this setting is equivalent to an MDP
with a single state. In the associative or contextual version of this setting,
actions are taken in more than one situation. This setting is closer to the full
RL problem yet it lacks an important trait of full RL, namely that the selected
action affects the situation. Both associative and non-associative multi-armed
bandit approaches do not take into account temporal separation of actions and
related rewards.

In general, multi-armed bandit solutions are not suitable when success is
achieved by sequences of actions. Non-associative k-armed bandits solutions
are only applicable when context is not important. This makes them gen-
erally unsuitable for personalizaton as it typically utilizes different personal
contexts for different users by offering a different functionality. In some niche
areas, however, k-armed bandits are applicable and can be very attractive due
to formal guarantees on their performace. If context is of importance, con-
textual bandit approaches provide a good starting point for personalizing an
application. These approaches hold a middle ground between non-associative
multi-armed bandits and full RL solutions in terms of modeling power and ease
of implementation. Their theoretical guarantees on optimality are less strong
than their k-armed counterparts but they are easier to implement, evaluate
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and maintain than full RL solutions.

k-Armed bandits

In a k-armed bandit setting, one is constantly faced with the choice between
k different actions [338]. Depending on the selected action, a scalar reward is
obtained. This reward is drawn from a stationary probability distribution. It
is assumed that an independent probability distribution exists for every action.
The goal is to maximize the expected total reward over a certain period of
time. Still considering the k-armed bandit setting, we assign a value Q(a) to
each of the k actions and define this value as the expected reward given that
the action was selected. The expected reward given that an action a is selected
is defined as follows:

Q(a) = E[rt|at = a]. (2.6)

In a trivial problem setting, one knows the exact value of each action and
selecting the action with the highest value would constitute the optimal policy.
In more realistic problems, it is fair to assume that one cannot know the values
of the actions exactly. In this case, one can estimate the value of an action. We
denote this estimated value with Q̂(a) and our goal is to have estimate Q̂(a)
as close to the true Q(a) as possible.

At each time step t, estimates of the values of actions are obtained. Always
selecting the actions with the highest estimated value is called greedy action
selection. In this case we are exploiting the knowledge we have built about
the values of the actions. When we select actions with a lower expected value,
we say we are exploring. In this case we are improving the estimates of values
for these actions. In the balancing act of exploration and exploitation, we opt
for exploitation to maximize the expected total reward for the next step, while
opting for exploration could results in higher expected total reward in the long
run.

Action-value methods for multi-armed bandits

Action-value methods [338] denote a collections of methods used for estimating
the values of actions. The most natural way of estimating the action-values is
to average the rewards that were observed. This method is called the sample-
average method. The value estimate Q̂π(a) is then defined as:

Q̂(a) =
∑t−1

i=1 ri · 1ai=a∑t−1
i=1 1ai=a

(2.7)

where 1ai=a is 1 when ai = a is true and 0 otherwise. A default value is assigned
to Q̂(a) when the denominator is zero. As the denominator approaches infinity,
the estimate Q̂(a) converges to the true Q(a). Again, the most basic way of
selecting actions is the greedy action selection method. Here the action with
the highest value is selected. In the case of a tie, one action is selected using tie-
breaking methods such as random selection. Greedy action selection is defined
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as follows for any time point t:

at = arg max
a∈A

Q̂(a). (2.8)

Greedy action selection only exploits knowledge built up using the action-
value method and only maximizes the immediate reward. This can lead to
incorrect action-value approximations because actions with e.g. low estimated
but high actual values are not sampled. An improvement over this greedy
action selection is to randomly explore with a small probability ϵ. This method
is named the ϵ-greedy action selection. A benefit of this method is that, while it
is relatively simple, in the limit Q̂(a) will converge to Q(a) [338]. This indicates
that the probability of selecting the optimal action is then greater than 1 − ϵ
which is near certainty.

Incremental Implementation

In Section 2.3.1 we discussed a method to estimate action-values using sample-
averaging. To ensure the usability of these method in real-world applications,
we need to be able to compute these values in an efficient way. Assume a setting
with one action. At each iteration j a reward rtj

is obtained after selecting an
action. Let Q̂n(a) denote the estimate value of the action after n−1 iterations.
We can then define:

Q̂n(a) =
rt1 + rt2 + rt3 + ...+ rtn−1

n− 1 . (2.9)

Using this approach would mean storing the values of all the rewards to
recalculate Q̂n(a) from scratch at every iteration. There is however a more
efficient way for calculating Q̂n(a) that is constant in memory and computation
time. Rewriting it yields the following update rule:

Q̂n+1(a) = Q̂n(a) + 1
n

[rtn
− Q̂n(a)], (2.10)

where the term Q̂n(a) represents the old estimate, [rn− Q̂n(a)] the error in the
estimate we made of the reward and 1

n the learning rate.

UCB: Upper-Confidence Bound

The greedy and ϵ-greedy action selection methods were discussed in Sec-
tion 2.3.1 and it was introduced that exploration is required to establish good
action-value estimates. Although ϵ-greedy explores all actions eventually, it
does so randomly. A better way of exploration would take into account the
action-value’s proximity to the optimal value and the uncertainty in the value
estimations. Intuitively, we want a selected action a to either provide a good
immediate reward or else some very useful information in updating Q̂(a). An
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approach that uses this idea is the upper confidence bound action selection
(UCB) method [15, 115, 338]. UCB is defined as follows at time step t:

at = arg max
a

[
Q̂n(a) + c ·

√
ln t
Nt(a)

]
(2.11)

where Nt(a) is how often action a was chosen up to time t and c > 0 is a
parameter to control the rate of exploration. The square root term denotes
the level of uncertainty in the approximation of the value of action a. Hence,
UCB provides an upper bound for the true value of the action a. Here, c is
used to define the confidence level. When the action a is selected often, Nt(a)
will become larger which leads the uncertainty term to decrease. On the other
hand, if the action a is not selected very often, t increases and so does the
uncertainty term.

k-Armed bandit approaches address the trade-off between exploitation and
exploration directly. It has been shown that the difference between the ob-
tained rewards and optimal rewards, or the regret, is at best logarithmic in the
number of iterations n in the absence of prior knowledge of the action value
distributions and in the absence of context [187]. UCB algorithms with a regret
logarithmic in and uniformly distributed over n exist [15]. This makes them a
very interesting choice when strong theoretical guarantees on performance are
required.

Whether these algorithms are suitable, however, depends on the setting at
hand. If there is a large number of actions to choose from or when the task is
not stationary k-armed bandits are typically too simplistic. In a news recom-
mendation task, for example, exploration may take longer than an item stays
relevant. Additionally, k-armed bandits are not suitable when action values are
conditioned on the situation at hand, that is: when a single action results in
a different reward based on e.g. time-of-day or user-specific information such
as in Section 2.2. In these scenarios, the problem formalization of contextual
bandits and the use of function approximation are of interest.

Contextual bandits

In the previous sections, action-values where not associated with different situ-
ations. In this section we extend the non-associative bandit setting to the
associative setting of contextual bandits. Assume a setting with n k-armed
bandits problems. At each time step t one encounters a situation with a ran-
domly selected k-armed bandits problem. We can use some of the approaches
that were discussed to estimate the action values. However, this is only pos-
sible if the true action-values change slowly between the different n problems
[338]. Add to this setting the fact that now at each time t a distinctive piece of
information is provided about the underlying k-armed bandit which is not the
actual action value. Using this information we can now learn a policy that uses
the distinctive information to associate the k-armed bandit with the best action
to take. This approach is called contextual bandits and uses trial-and-error to
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search for the optimal actions and associates these actions with situation in
which they perform optimally. This type of algorithm is positioned between
k-armed bandits and full RL. The similarity with RL lies in the fact that a
policy is learned while the association with k-armed bandits stems from the
fact that actions only affect immediate rewards. When actions are allowed to
affect the next situation as well then we are dealing with RL.

Function approximation: LinUCB and CLUB

Despite the good theoretical characteristics of the UCB algorithm, it is not
often used in the contextual setting in practice. The reason is that in practice,
state and action spaces may be very large and although UCB is optimal in the
uninformed case, we may do better if we use obtained information across ac-
tions and situations. Instead of maintaining isolated sample-average estimates
per action or per state-action pair such as in Sections 2.3.1 and 2.3.1, we can es-
timate a parametric payoff function approximated from data. The parametric
function takes some feature description of actions for k-armed bandit settings
and state-action pairs for the contextual bandit setting and output some es-
timated ˆQθ(a). Here, we focus on the contextual-bandit algorithms LinUCB
and CLUB.

LinUCB (Linear Upper-Confidence Bound) uses linear function approxim-
ation to calculate the confidence interval efficiently in closed form [197]. Define
the expected payoff for action a with the d-dimensional featurized state st,a

and Θ∗
a a vector of unknown parameters as follows:

E[ra|sa] = sT
a Θ∗

a. (2.12)

Using ridge regression, an estimate of Θ̂a can be obtained [197]. Consequently,
it can be shows that for any σ > 0 and sa ∈ Rd with α = 1 +

√
ln( 2

σ )/2 a
reasonably tight estimate for the expected payoff of arm a can be obtained as
follows:

at = arg max
a

[
sT

a Θ∗
a + α

√
sT

aA
−1
a sa

]
, (2.13)

where A−1
a = DT

a Da + Id and Da a design matrix of dimension m x d whose
rows are the m contexts that are observed, ba ∈ Rm the corresponding response
vector and Id the d x d identity matrix [197].

Similar to LinUCB, CLUB (Clustering of bandits) utilizes the linear bandit
algorithm for payoff estimation [121]. In contrast to LinUCB, CLUB uses
adaptive clustering in order to speed up the learning process. The main idea
is to use confidence balls of user models estimate user similarity and share
feedback across similar users. CLUB can thus be understood as a cluster-based
alternative (see Section 2.2) to LinUCB algorithm.

2.3.2 Value-based RL
In value based RL, we learn an estimate V of the optimal value function Vπ∗ for
a given policy π. We do this with the aim of finding π∗. Temporal-difference
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Algorithm 1 Sarsa - An on-policy temporal-difference RL algorithm
Parameters: learning rate α ∈ (0, 1] and ϵ > 0.0.

Initialize Q̂π ∀ s ∈ S, a ∈ A. For terminal states initialize the value with 0.
for all episodes do

Initialize s
Choose action a in s using π derived from Q̂π (e.g. ϵ-greedy)
for all steps in episode do

Select action a and obtain reward r and next state s′

Take next action a′ from s′ following π derived from Q̂π (e.g. ϵ-greedy)
Q̂π(s, a) = Q̂π(s, a) + α

[
r + γQ̂π(s′, a′)− Q̂π(s, a)

]
Set s = s′ and a = a′

Stop loop if s is terminal
end for

end for

(TD) prediction is a method that learns from raw experiences without having
to build a model of the environment the policy is interacting with [338]. In this
section, we discuss various RL algorithms based on TD prediction.

Sarsa: on-policy temporal-difference RL

Sarsa is an on-policy temporal-difference method that learns an action-value
function [328, 338]. Given the current behaviour policy π, we estimate Q̂π(a)
∀ s, and a. This is done using transitions from state-action pair to state-action
pair. Events of the form ⟨st, at, rt+1, st+1, at+1⟩ are used in the following update
rule to estimate the state-action values:

Q̂π(st, at) = Q̂π(st, at) + α
[
rt+1 + γQ̂π(st+1, at+1)− Q̂π(st, at)

]
. (2.14)

This update rule is applied after every transition from st to st+1. In case
st+1 is a terminal state, a value of zero is assigned. By doing this we are ensuring
that the estimate Q̂π for a behaviour policy π while resulting in changes in
π given Qπ. Sarsa will converge to an optimal action-value function Qπ∗ and
hence an optimal policy π∗ in the limit given that all possible state-action pairs
are visited an infinite amount of time [338]. Consequently, Sarsa converges to
the greedy policy in the limit. Algorithm 1 shows Sarsa in more detail.

Q-learning: off-policy temporal-difference RL

Q-learning was one of the breakthroughs in the field of RL [338, 384]. Q-
learning is classified as an off-policy temporal-difference algorithm for control.
Similar to Sarsa, Q-learning approximates the optimal action-value function
Qπ∗ by learning Q̂π∗ . Differently from Sarsa, Q-learning learns Q̂π∗ independ-
ently of the policy being followed. The policy being followed still has an effect
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Algorithm 2 Q-Learning - An off-policy Temporal-Difference RL algorithm
Parameters: learning rate α ∈ (0, 1] and ϵ > 0.

Initialize Q̂π ∀ s ∈ S, a ∈ A. For terminal states initialize the value with 0.
for all episodes do

Initialize s
for all steps in episode do

Choose action a in s using π derived from Q̂π (e.g. ϵ-greedy)
Take action a and obtain reward r and next state s′

Q̂π(s, a) = Q̂π(s, a) + α

[
r + γ · arg max

a
Q̂π(s′, a)− Q̂π(s, a)

]
Set s = s′

Stop loop if s is terminal
end for

end for

on the learning process, but only by determining which state-action pairs are
visited and consequently updated. Algorithm 2 shows Q-learning in more de-
tail. The update rule for Q-learning is defined as follows:

Q̂π(st, at) = Q̂π(st, at) + α
[
rt+1 + γmaxaQ̂π(st+1, a)− Q̂π(st, at)

]
. (2.15)

Value-function approximation

In sections 2.3.2 and 2.3.2 we discussed tabular algorithms for value-based RL.
In this section we discuss function approximation in RL for estimating state-
value functions from a known policy π (i.e. on-policy RL). The difference with
the tabular approach is that we represent vπ as a parameterized function with
a weight vector w ∈ Rd where v̂(s, w) ≈ vπ(s) is the approximated value of
state s given the learned weights w. Different function approximators can be
used to estimate v̂. For instance, v̂ can be a deep neural network with w rep-
resenting the weights of the network. In the tabular version of value-based RL,
states and their estimated values are isolated from each other while in func-
tion approximation adjusting one weight in the network can lead to changes in
the estimated values of many states. This form of learning is powerful due its
ability to generalize across different states, but at the same time may lead to
more complex models that are harder to understand and to tune. An example
of value-function approximation is the deep Q-network (DQN) algorithm [239].
This algorithm combines deep (convolutional) neural network and Q-learning.
Using DQN, it was shown that RL agents can achieve state-of-the-art perform-
ances on many problems without relying on engineered features. DNQ learns
directly from raw (pixel) data instead. The following update rule is an al-
teration of the Q-learning (semi-gradient of Q-learning [338]) update rule for
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estimating the weights of the network:

wt+1 = wt+α
[
rt+1 + γ ·max

a
Q̂π(st+1, a, wt)− Q̂π(st, at, wt)

]
∇wtQ̂π(st, at, wt).

(2.16)

2.3.3 Policy-gradient RL
In value-based RL values of actions are approximated and then a policy is
derived by selecting actions using a certain selection strategy. In policy-gradient
RL we learn a parameterized policy directly [338, 339]. Consequently, we can
select actions without the need for an explicit value function. Let Θ ∈ Rd where
d is the dimension of the parameter vector Θ. For policy-based methods that
also rely on a value function, we denote the function’s weight vector denoted
by w ∈ Rd′ as v̂(s, w). Define the probability of selecting action a at time step
t given state s with policy parameters Θ as:

π(a|s,Θ) = P [at = a|st = s,Θt = Θ] (2.17)

Consider a function J(Θ) that quantifies the performance of the policy π
with respect to parameter vector Θ. The goal is to optimize Θ such that J(Θ)
is maximized. We use the following update rule to approximate gradient ascent
in J where the term ∇̂J(Θt) ∈ Rd approximates the gradient of J(Θ) at t:

Θt+1 = Θt + α∇̂J(Θt). (2.18)

2.3.4 Actor-critic
In actor-critic methods [182, 338] both the value and policy functions are ap-
proximated. The actor in actor-critic is the learned policy while the critic
approximates the value function. Algorithm 3 shows the one-step episodic
actor-critic algorithm in more detail. The update rule for the parameter vector
Θ is defined as follows:

Θt+1 = Θt + αδt
∇π(a|st,Θt)
π(a|st,Θt)

(2.19)

where δt is defined as follows:

δt = rt+1 + γv̂(st+1, w)− v̂(st, w). (2.20)

2.4 A classification of personalization settings
Personalization has many different definitions [55, 93, 294]. We adopt the defin-
ition proposed in [93] as it is based on 21 existing definitions found in literature
and suits a variety of application domains: “personalization is a process that
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Algorithm 3 One-step episodic actor-critic
Input: differentiable policy π(a|s,Θ) and state-value function v̂(s, w)
Parameters: α(Θ) > 0 and α(w) > 0

Initialize Θ ∈ Rd and w ∈ Rd′

for all episodes do
Initialize S
I = 1
for all step in episode do

Choose action a in s using π: a π(.|s,Θ)
Take action a and obtain reward r and next state s′

δ = r + γv̂(s′, w)− v̂(s, w)
w = w + α(w)δ∇v̂(s, w)
Θ = Θ + α(Θ)Iδ∇ ln π(a|s,Θ)
I = γI
s = s′

end for
end for

changes the functionality, interface, information access and content, or dis-
tinctiveness of a system to increase its personal relevance to an individual or a
category of individuals”. This definition identifies personalization as a process
and mentions an existing system subject to that process. We include aspects
of both the desired process of change and existing system in our framework.
Section 2.5.4 further details how this framework was used in a SLR.

Table 2.1 provides an overview of the framework. On a high level, we
distinguish three categories. The first category contains aspects of suitability
of system behavior. We differentiate settings in which suitability of system
behavior is determined explicitly by users and settings in which it is inferred
by the system after observing user behavior [309]. For example, a user can
explicitly rate suitability of a video recommendation; a system can also infer
suitability by observing whether the user decides to watch the video. Whether
implicit or explicit feedback is preferable depends on availability and quality
of feedback signals [163, 309]. Besides suitability, we consider safety of system
behavior. Unaltered RL algorithms use trial-and-error style exploration to
optimize their behavior yet this may not suit a particular domain. For example,
tailoring the insulin delivery policy of an artificial pancreas to the metabolism
of an individual requires trial insulin delivery action but these should only be
sampled when their outcome is within safe certainty bounds [76]. If safety is
a significant concern in the systems’ application domain, specifically designed
safety-aware RL techniques may be required, see [264] and [114] for overviews
of such techniques.

Aspects in the second category deal with the availability of upfront know-
ledge. Firstly, knowledge of how users respond to system actions may be cap-
tured in user models. Such models open up a range of RL solutions that require
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Table 2.1: Framework to categorize personalization setting by.

Category A# Aspect Description Range

Suitability
outcome

A1 Control The extent to which the user
defines the suitability of beha-
vior explicitly.

Explicit -
implicit

A2 Safety The extent to which safety is of
importance.

Trivial -
critical

Upfront
knowledge

A3 User
models

The a priori availability of mod-
els that describe user responses
to system behavior.

Unavailable
- unlim-
ited

A4 Data
availabil-
ity

The a priori availability of hu-
man responses to system beha-
vior.

Unavailable
- unlim-
ited

New
Experiences

A5 Interaction
availabil-
ity

The availability of new samples
of interactions with individuals.

Unavailable
- unlim-
ited

A6 Privacy
sensitivity

The degree to which privacy is
a concern.

Trivial -
critical

A7 State
observab-
ility

The degree to which all inform-
ation to base personalization
can be measured.

Partial -
full
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less or no sampling of new interactions with users [149]. As an example, user
pain models are used to predict suitability of exercises in an adaptive physical
rehabilitation curriculum manager a priori[363]. Models can also be used to
interact with the RL agent in simulation. For example, dialogue agent modules
may be trained by interacting with a simulated chatbot user as in Chapter 3.
Secondly, upfront knowledge may be available in the form of data on human
responses to system behavior. This data can be used to derive user models
and can be used to optimize policies directly and provide high-confidence eval-
uations of such policies [203, 355].

The third category details new experiences. Empirical RL approaches have
proven capable of modelling extremely complex dynamics, however, this typ-
ically requires complex estimators that in turn need substantial amounts of
training data. The availability of users to interact with is therefore a major
consideration when designing an RL solution. A second aspect that relates to
the use of new experiences is privacy sensitivity of the setting. Privacy sensit-
ivity is of importance as it may restrict sharing, pooling or any other specific
usage of data [17]. Finally, we identify the state observability as a relevant as-
pect. In some settings, the true environment state cannot be observed directly
but must be estimated using available observations. This may be common as
personalization exploits differences in mental [40, 177, 381] and physical state
[118, 222]. For example, recommending appropriate music during running in-
volves matching songs to the user emotional state and e.g. running pace. Both
mental and physical state may be hard to measure accurately [2, 33, 271].

Although aspects in Table 2.1 are presented separately, we explicitly note
that they are not mutually independent. Settings where privacy is a major
concern, for example, are expected to typically have less existing and new in-
teractions available. Similarly, safety requirements will impact new interaction
availability. Presence of upfront knowledge is mostly of interest in settings
where control lies with the system as it may ease the control task. In contrast,
user models may be marginally important if desired behavior is specified by
the user in full. Finally, a lack of upfront knowledge and partial observability
complicates adhering to safety requirements.

2.5 A systematic literature review
A SLR is ‘a form of secondary study that uses a well-defined methodology
to identify, analyze and interpret all available evidence related to a specific
research question in a way that is unbiased and (to a degree) repeatable’ [41].
PRISMA is a standard for reporting on SLRs and details eligibility criteria,
article collection, screening process, data extraction and data synthesis [243].
This section contains a report on this SLR according to the PRISMA statement.
This SLR was a collaborative work to which all authors contributed. We denote
authors by abbreviation of their names, e.g. FDH, EG, AEH and MH.
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Figure 2.3: Overview of the SLR process.

2.5.1 Inclusion criteria
Studies in this SLR were included on the basis of three eligibility criteria. To be
included, articles had to be published in a peer-reviewed journal or conference
proceedings in English. Secondly, the study had to address a problem fitting to
our definition of personalization as described in Section 2.4. Finally, the study
had to use a RL algorithm to address such a personalization problem. Here,
we view contextual bandit algorithms as a subset of RL algorithms and thus
included them in our analysis. Additionally, we excluded studies in which a
RL algorithm was used for purposes other than personalization.
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2.5.2 Search strategy
Figure 2.3 contains an overview of the SLR process. The first step is to run a
query on a set of databases. For this SLR, a query was run on Scopus, IEEE
Xplore, ACM’s full-text collection, DBLP and Google Scholar on June 6, 2018.
These databases were selected as their combined index spans a wide range,
and their combined result set was sufficiently large for this study. Scopus and
IEEE Xplore support queries on title, keywords and abstract. ACM’s full-text
collection, DBLP and Google scholar do not support queries on keywords and
abstract content. We therefore ran two kinds of queries: we queried on title
only for ACM’s full-text collection, DBLP and Google Scholar and we extended
this query to keywords and abstract content for Scopus and IEEE Xplore. The
query was constructed by combining techniques of interest and keywords for the
personalization problem. For techniques of interest the terms ‘reinforcement
learning’ and ‘contextual bandits’ were used. For the personalization prob-
lem, variations on the words ‘personalized’, ‘customized’, ‘individualized’ and
‘tailored’ were included in British and American spelling. All queries are listed
in Appendix A. Query results were de-duplicated and stored in a spreadsheet.

2.5.3 Screening process
In the screening process, all query results are tested against the inclusion cri-
teria from Section 2.5.1 in two phases. We used all criteria in both phases.
In the first phase, we assessed eligibility based on keywords, abstract and title
whereas we used full text of the article in the second phase. In the first phase, a
spreadsheet with de-duplicated results was shared with all authors via Google
Drive. Studies were assigned randomly to authors who scored each study by the
eligibility criteria. The results of this screening were verified by one of the other
authors, assigned randomly. Disagreements were settled in meetings involving
those in disagreement and FDH if necessary. In addition to eligibility results,
author preferences for full-text screening were recorded on a three-point scale.
Studies that were not considered eligible were not taken into account beyond
this point, all other studies were included in the second phase.

In the second phase, data on eligible studies was copied to a new spread-
sheet. This sheet was again shared via Google Drive. Full texts were retrieved
and evenly divided amongst authors according to preference. For each study,
the assigned author then assessed eligibility based on full text and extracted
the data items detailed below.

2.5.4 Data items
Data on setting, solution and methodology were collected. Table 2.2 contains
all data items for this SLR. For data on setting, we operationalized our frame-
work from Table 2.1 in Section 2.4. To assess trends in solution, algorithms
used, number of MDP models (see Section 2.2) and training regime were re-
corded. Specifically, we noted whether training was performed by interacting
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with actual users (‘live’), using existing data and a simulator of user behavior.
For the algorithms, we recorded the name as used by the authors. To gauge
maturity of the proposed solutions and the field as a whole, data on the eval-
uation strategy and baselines used were extracted. Again, we listed whether
evaluation included ‘live’ interaction with users, existing interactions between
systems and users or using a simulator. Finally, publication year and applic-
ation domain were registered to enable identification of trends over time and
across domains. The list of domains was composed as follows: during phase one
of the screening process, all authors recorded a domain for each included paper,
yielding a highly inconsistent initial set of domains. This set was simplified into
a more consistent set of domains which was used during full-text screening. For
papers that did not fall into this consistent set of domains, two categories were
added: a ‘Domain Independent’ and an ‘Other’ category. The actual domain
was recorded for the five papers in the ‘Other’ category. These domains were
not further consolidated as all five papers were assigned to unique domains not
encountered before.

2.5.5 Synthesis and analysis
To facilitate analysis, reported algorithms were normalized using simple text
normalization and key-collision methods. The resulting mappings are available
in the dataset release [80]. Data was summarized using descriptive statistics
and figures with an accompanying narrative to gain insight into trends with
respect to settings, solutions and evaluation over time and across domains.

2.6 Results
The quantitative synthesis and analyses introduced in Section 2.5.5 were ap-
plied to the collected data. In this section, we present insights obtained. We
focus on the major insights and encourage the reader to explore the tabular
view in Appendix A.1 or the collected data for further analysis [80].

Before diving into the details of the study in light of the classification scheme
we have proposed, let us first study some general trends. Figure 2.4 shows the
number of publications addressing personalization using RL techniques over
time. A clear increase can be seen. With over forty entries, the health domain
contains by far the most articles, followed by entertainment, education and
commerce with all approximately just over twenty five entries. Other domains
contain less than twelve papers in total. Figure 2.5a shows the popularity of
domains for the five most recent years and seems to indicate that the number
of articles in the health domain is steadily growing, in contrast with the other
domains. Of course, these graphs are based on a limited number of publications,
so drawing strong conclusions from these results is difficult. We do need to
take into account that the popularity of RL for personalization is increasing in
general. Therefore Figure 2.5b shows the relative distribution of studies over
domains for the five most recent years. Now we see that the health domain
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Table 2.2: Data items in SLR. The last column relates data items to aspects of
setting from Table 2.1 where applicable.

# Data item Values A#

Se
tt

in
g

1 User defines suitability of system be-
havior explicitly

Yes, No A1

2 Suitability of system behavior is de-
rived

Yes, No A1

3 Safety is mentioned as a concern in
the article

Yes, No A2

4 Privacy is mentioned as a concern in
the article

Yes, No A6

5 Models of user responses to system be-
havior are available

Yes, No A3

6 Data on user responses to system be-
havior are available

Yes. No A4

7 New interactions with users can be
sampled with ease

Yes, No A5

8 All information to base personaliza-
tion on can be measured

Yes, No A7

So
lu

tio
n

9 Algorithms N/A –
10 Number of learners 1, 1/user, 1/group,

multiple
–

11 Usage of traits of the user state, other, not
used

–

12 Training mode online, batch,
other, unknown

–

13 Training in simulation Yes, No A3
14 Training on a real-life dataset Yes, No A4
15 Training in ‘live’ setting Yes, No A5

Ev
al

ua
tio

n 16 Evaluation in simulation Yes, No A3
17 Evaluation on a real-life dataset Yes, No A4
18 Evaluation in ‘live’ setting Yes, No A5
19 Comparison with ‘no personalization’ Yes, No –
20 Comparison with non-RL methods Yes, No –
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Figure 2.4: Distribution of included papers over time and over domains. Note that
only studies published prior to the query date of June 6, 2018 were included.

is just following the overall trend, and is not becoming more popular within
studies that use RL for personalization. We fail to identify clear trends for
other domains from these figures.

2.6.1 Setting
Table 2.3 provides an overview of the data related to setting in which the studies
were conducted. The table shows that user responses to system behavior are
present in a minority of cases (66/166). Additionally, models of user behavior
are only used in around one quarter of all publications. The suitability of system
behavior is much more frequently derived from data (130/166) rather than
explicitly collected by users (39/166). Privacy is clearly not within the scope of
most articles, only in 9 out of 166 cases do we see this issue explicitly mentioned.
Safety concerns, however, are mentioned in a reasonable proportion of studies
(30/166). Interactions can generally be sampled with ease and the resulting
information is frequently sufficient to base personalization of the system at
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Table 2.3: Number of publications by aspects of setting.

Aspect #
User defines suitability of system behavior explicitly 39
Suitability of system behavior is derived 130
Safety is mentioned as a concern in the article 30
Privacy is mentioned as a concern in the article 9
Models of user responses to system behavior are available 41
Data on user responses to system behavior are available 66
New interactions with users can be sampled with ease 97
All information to base personalization on can be measured 132

hand on.
Let us dive into some aspects in a bit more detail. A first trend we anticip-

ate is an increase of the fraction of studies working with real data on human
responses over the years, considering the digitization trend and associated data
collection. Figure 2.6a shows the fraction of papers for which data on user re-
sponses to system behavior is available over time. Surprisingly, we see that this
fraction does not show any clear trend over time. Another aspect of interest
relates to safety issues in particular domains. We hypothesize that in certain
domains, such as health, safety is more frequently mentioned as a concern. Fig-
ure 2.6b shows the fraction of papers of the different domains in which safety
is mentioned. Indeed, we clearly see that certain domains mention safety much
more frequently than other domains. Third, we explore the ease with which
interactions with users can be sampled. Again, we expect to see substantial dif-
ferences between domains. Figure 2.7 confirms our intuition. Interactions can
be sampled with ease more frequently in studies in the commerce, entertain-
ment, energy, and smart homes domains when compared to communication
and health domains.
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Figure 2.6: Availability of user responses over time (a), and mentions of safety as a
concern over domains (b).

Finally, we investigate whether upfront knowledge is available. In our ana-
lysis, we explore both real data as as well user models being available upfront.
One would expect papers to have at least one of these two prior to starting
experiments. User models and not real data were reported in 41 studies, while
53 articles used real data but no user model and 12 use both. We see that for
71 studies neither is available. In roughly half of these, simulators were used for
both training (38/71) and evaluation (37/71). In a minority, training (15/71)
and evaluation (17/71) were performed in a live setting, e.g. while collecting
data.

2.6.2 Solution
In our investigation into solutions, we first explore the algorithms that were
used. Figure 2.8 shows the distribution of usage frequency. A vast majority
of the algorithms are used only once, some techniques are used a couple of
times and one algorithm is used 60 times. Note again that we use the name
of the algorithms used by the authors as a basis for this analysis. Table 2.4
lists the algorithms that were used more than once. A significant number of
studies (60/166) use the Q-learning algorithm. At the same time, a substantial
number of articles (18/166) reports the use of RL as the underlying algorithmic
framework without specifying an actual algorithm. The contextual bandits,
Sarsa, actor-critic and inverse RL (IRL) algorithms are used in respectively
(18/166), (12/166), (8/166), (8/166) and (7/166) papers. We also observe
some additional algorithms from the contextual bandits family, such as UCB
and LinUCB. Furthermore, we find various mentions that indicate the usage
of deep neural networks: deep reinforcement learning, DQN and DDQN. In
general, we find that some publications refer to a specific algorithm whereas
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age frequencies.

Table 2.4: Algorithm usage for all algorithms that were used in more than one
publication.

Algorithm # of uses
Q-learning [384] 60

RL, not further specified 18
Contextual bandits 12

Sarsa [336] 8
Actor-critic 8

Inverse reinforcement learning 7
UCB [15] 5

Policy iteration 5
LinUCB [63] 5

Deep reinforcement learning 4
Fitted Q-iteration [295] 3

DQN [239] 3
Interactive reinforcement learning 2

TD-learning 2
DYNA-Q [337] 2
Policy gradient 2

CLUB [121] 2
Monte carlo 2

Thompson sampling 2
DDQN [371] 2

others only report generic techniques or families thereof.
Figure 2.9a lists the number of models used in the included publications.

The majority of solutions relies on a single-model architecture. On the other
end of the spectrum lies the architecture of using one model per person. This
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Figure 2.9: Occurence of different solution architectures (a) and usage of simulators
in training (b). For (a), publications that compare architectures are represented in
the ‘multiple’ category.

architecture comes second in usage frequency. The architecture that uses one
model per group can be considered a middle ground between these former two.
In this architecture, only experiences with relevant individuals can be shared.
Comparisons between architectures are rare. We continue by investigating
whether and where traits of the individual were used in relation to these archi-
tectures. Table 2.5 provides an overview. Out of all papers that use one model,
52.7% did not use the traits of the individuals and 41.7 % included traits in
the state space. 47.5% of the papers include the traits of the individuals in the
state representation while in 37.3% of the papers the traits were not included.
In 15.3% of the cases this was not known.

Figure 2.9b shows the popularity of using a simulator for training per do-
main. We see that a substantial percentage of publications use a simulator and
that simulators are used in all domains. Simulators are used in the majority of
publications for the energy, transport, communication and entertainment do-
mains. In publications in the first three out of these domains, we typically find
applications that require large-scale implementation and have a big impact on
infrastructure, e.g. control of the entire energy grid or a fleet of taxis in a large
city. This complicates the collection of useful realistic dataset and training in
a live setting. This is not the case for the entertainment domain with 17 works
using a simulator for training. Further investigation shows that nine out of
these 17 also include training on real data or in a ‘live’ setting. It seems that
training on a simulator is part of the validation of the algorithm rather than
the prime contribution of the paper in the entertainment domain.

2.6.3 Evaluation
In investigating evaluation rigor, we first turn to the data on which evaluations
are based. Figure 2.10 shows how many studies include an evaluation in a
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Table 2.5: Number of models and the inclusion of user traits.

Number of models
Traits of users were used 1 1/group 1/person multiple
In state representation 38 8 28 2
Other 5 0 9 3
Not used 48 3 22 0
Total 91 11 59 5
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Figure 2.10: Number of papers with a ‘live’ evaluation or evaluation using data on
user responses to system behavior.

‘live’ setting or using existing interactions with users. In the years up to 2007
few studies were done and most of these included realistic evaluations. In
more recent years, the absolute number of studies shows a marked upward
trend to which the relative number of articles that include a realistic evaluation
fails to keep pace. Figure 2.10 also shows the number of realistic evaluations
per domain. Disregarding the smart home domain, as it contains only four
studies, the highest ratio of real evaluations can be found in the commerce and
entertainment domains, followed by the health domain.

We look at possible reasons for a lack of realistic evaluation using our cat-
egorization of settings from Section 2.4. Indeed, there are 63 studies with no
realistic evaluation versus 104 with a realistic evaluation. Because these group
sizes differ, we include ratios with respect to these totals in Table 2.6. The
biggest difference between ratios of studies with and without a realistic evalu-
ation is in the upfront availability of data on interactions with users. This is
not surprising, as it is natural to use existing interactions for evaluation when
they are available already. The second biggest difference between the groups
is whether safety is mentioned as a concern. Relatively, studies that refrain
from a realistic evaluation mention safety concerns almost twice as often as
studies that do a realistic evaluation. The third biggest difference can be found
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Figure 2.11: Number of papers that include any comparison between solutions over
time.

in availability of user models. If a model is available, user responses can be
simulated more easily. Privacy concerns are not mentioned frequently, so little
can be said on its contribution to a lacking realistic evaluation. Finally and
surprisingly, the ease of sampling interactions is comparable between studies
with a realistic and without realistic evaluation.

Figure 2.11 describes how many studies include any of the comparisons in
scope in this survey, that is: comparisons between solutions with and without
personalization, comparisons between RL approaches and other approaches to
personalization and comparisons between different RL algorithms. In the first
years, no papers includes such a comparison. The period 2000-2010 contains
relatively little studies in general and the absolute and relative numbers of
studies with a comparison vary. From 2011 to 2018, the absolute number
maintains it upward trend. The relative number follows this trend but flattens
after 2016.
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Table 2.6: Comparison of settings with realistic and other evaluation.

Real-world evaluation Other evaluation
Count % of column total Count % of column total

Total 104 100.0% 63 100.0%
Data on user responses to system behavior are available 57 54.8% 9 14.5%
Safety is mentioned as a concern in the article 14 13.5% 16 25.8%
Models of user responses to system behavior are available 21 20.2% 20 32.3%
Privacy is mentioned as a concern in the article 7 6.7% 2 3.2%
New interactions with users can be sampled with ease 60 57.7% 37 59.7%
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2.7 Discussion
The goal of this study was to give an overview and categorization of RL applic-
ations for personalization in different application domains which we addressed
using a SLR on settings, solution architectures and evaluation strategies. The
main result is the marked increase in studies that use RL for personalization
problems over time. Additionally, techniques are increasingly evaluated on
real-life data. RL has proven a suitable paradigm for adaptation of systems to
individual preferences using data.

Results further indicate that this development is driven by various tech-
niques, which we list in no particular order. Firstly, techniques have been
developed to estimate the performance of deploying a particular RL model
prior to deployment. This helps in communicating risks and benefits of RL
solutions with stakeholders and moves RL further into the realm of feasible
technologies for high-impact application domains [352]. For single-step de-
cision making problems, contextual bandit algorithms with theoretical bounds
on decision-theoretic regret have become available. For multi-step decision
making problems, methods that can estimate the performance of some policy
based on data generated by another policy have been developed [63, 165, 355].
Secondly, advances in the field of deep learning have wholly or partly removed
the need for feature engineering [90]. This may be especially challenging for
sequential decision-making problems as different features may be of importance
in different states encountered over time. Finally, research on safe exploration
in RL has developed means to avoid harmful actions during exploratory phases
of learning [114]. How any these techniques are best applied depends on setting.
The collected data can be used to find suitable related work for any particular
setting [80].

Since the field of RL for personalization is growing in size, we investigated
whether methodological maturity is keeping pace. Results show that the growth
in the number of studies with a real-life evaluation is not mirrored by growth
of the ratio of studies with such an evaluation. Similarly, results show no
increase in the relative number of studies with a comparison of approaches
over time. These may be signs that the maturity of the field fails to keep
pace with its growth. This is worrisome, since the advantages of RL over
other approaches or between RL algorithms cannot be understood properly
without such comparisons. Such comparisons benefit from standardized tasks.
Developing standardized personalization datasets and simulation environments
is an excellent opportunity for future research [159, 206].

We found that algorithms presented in literature are reused infrequently.
Although this phenomenon may be driven by various different underlying dy-
namics that cannot be untangled using our data, we propose some possible
explanations here without particular order. Firstly, it might be the case that
separate applications require tailored algorithms to the extend that these can
only be used once. This raises the question on the scientific contribution of such
a tailored algorithm and does not fit with the reuse of some well-established
algorithms. Another explanation is that top-ranked venues prefer contribu-
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tions that are theoretical or technical in nature, resulting in minor variations
to well-known algorithms being presented as novel. Whether this is the case is
out of scope for this research and forms an excellent avenue for future work.
A final explanation for us to propose, is the myriad axes along which any RL
algorithm can be identified, such as whether and where estimation is involved,
which estimation technique is used and how domain knowledge is encoded in
the algorithm. This may yield a large number of unique algorithms, construc-
ted out of a relatively small set of core ideas in RL. An overview of these core
ideas would be useful in understanding how individual algorithms relate to each
other.

On top of algorithm reuse, we analyzed which RL algorithms were used
most frequently. Generic and well-established (families of) algorithms such
as Q-learning are the most popular. A notable entry in the top six most-
used techniques is inverse reinforcement learning (IRL). Its frequent usage is
surprising, as the only viable application area of IRL under a decade ago was
robotics [180]. Personalization may be one of the other useful application areas
of this branch of RL and many existing personalization challenges may still
benefit from an IRL approach. Finally, we investigated how many RL models
were included in the proposed solutions and found that the majority of studies
resorts to using either one RL model in total or one RL model per user. Inspired
by common practice of clustering in the related fields such as e.g. recommender
systems, we believe that there exists opportunities in pooling data of similar
users and training RL models on the pooled data.

Besides these findings, we contribute a categorization of personalization
settings in RL. This framework can be used to find related work based on
the setting of a problem at hand. In designing such a framework, one has
to balance specificity and usefulness of aspects in the framework. We take
the aspect of ‘safety’ as an example: any application of RL will imply safety
concerns at some level, but they are more prominent in some application areas.
The framework intentionally includes a single ambiguous aspect to describe
a broad range ‘safety sensitivity levels’ in order for it to suit its purpose of
navigating literature. A possibility for future work is to extend the framework
with other, more formal, aspects of problem setting such as those identified
in [304].

47



22

Chapter 2. Literature Review Learning to Behave

48



333
Reinforcement Learning for Personalized

Dialogue Management

Language systems have been of great interest to the research community and
have recently reached the mass market through various assistant platforms on
the web. Reinforcement Learning methods that optimize dialogue policies have
seen successes in past years and have recently been extended into methods that
personalize the dialogue, e.g. take the personal context of users into account.
These works, however, are limited to personalization to a single user with whom
they require multiple interactions and do not generalize the usage of context
across users. This work introduces a problem where a generalized usage of
context is relevant and proposes two Reinforcement Learning (RL)-based ap-
proaches to this problem. The first approach uses a single learner and extends
the traditional POMDP formulation of dialogue state with features that de-
scribe the user context. The second approach segments users by context and
then employs a learner per context. We compare these approaches in a bench-
mark of existing non-RL and RL-based methods in three established and one
novel application domain of financial product recommendation. We compare
the influence of context and training experiences on performance and find that
learning approaches generally outperform a handcrafted gold standard.

Based on [P5]:
Floris den Hengst, Mark Hoogendoorn, Frank van Harmelen and Joost
Bosman
Reinforcement Learning for Personalized Dialogue Management
International Conference on Web Intelligence 2019
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3.1 Introduction
The use of language by machines has been one of the central challenges in Ar-
tificial Intelligence since its initiation as a field of research [230, 366]. Decades
of research have advanced the state-of-the-art to such an extent that major
consumer-facing web platforms currently offer text- and voice-based ‘assistant’
capabilities, such as Tencent’s WeChat, Microsoft’s Cortana, Google’s Assist-
ant etc. These platforms have made access to the web through dialogue ordin-
ary. Although such platforms offer high-quality Automatic Speech Recognition
(ASR), Natural Language Understanding (NLU) and audio synthesis modules,
Dialogue Management (DM) modules are typically handcrafted and require
many non-trivial decisions in design and implementation. Learned DM based
on the formalism of Partially Observable Markov Decision Processes (POM-
DPs) has shown promising results in task-oriented dialogue systems, both in
simulation and real-life settings [116, 301, 400].

Personal context is understood to be fundamental to efficient human-human
communication [30]. As a consequence, recent works have addressed the us-
age of personal context in DM. For example, [217, 241, 356] used previous
interactions with a user to directly estimate that users’ preferences and then
used these estimates in policy optimization. An alternative approach based
on transfer learning was presented in [49]. It requires a similarity metric and
weighting regime and performance degrades when these are not available. None
of these methods generalize the usage of context across users and none of them
leverages information available prior to some users’ first interaction with the
system.

We propose two approaches that optimize the DM policies using personal
context. Both approaches are based on the POMDP formalism of learned DM.
The first approach consists of extending the POMDP state space with features
that describe the personal context of the user. The DM module automatically
learns how to use this information for both groups, i.e. it learns the task
at hand and segmentation of users simultaneously. This approach allows for
personalization to emerge gracefully, e.g. only when enough data is present
and when the user model is sufficiently informative for personalization. We
compare this approach with a method that explicitly segments users and then
uses a learner per user segment. The segmentation of interactions with different
user groups mitigates the issue of a ‘mixed’ signal but leaves less experiences
to learn from per learner.

To test our approaches, we extend an existing benchmark for POMDP-
based statistical DM for recommendation in three ways [50]. Firstly, we add a
novel recommendation task in the financial domain. Here, different user groups
have different familiarity with products and specify their preferences at differ-
ent levels of detail as a result. Secondly, we change the user simulator in the
benchmark to reflect this scenario. Thirdly, we add three non-POMDP based
approaches to the benchmark: a randomized approach, an approach with a
task-specific heuristic and a state-of-art approach based on entropy minimiza-
tion [391]. To the best of our knowledge, this comparison between POMDP and
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non-POMDP based approaches on task-oriented dialog management is novel.
We use the extended benchmark to investigate when each approach is suit-

able for personalized DM and we investigate the impact of available data to the
achieved level of personalization. We first introduce and formalize the recom-
mendation task in Section 3.2 and survey related work in Section 3.3. Next,
we introduce the generic approach to RL for DM and then introduce our ex-
tensions in Section 3.4. The experimental setup consists of recommendation in
existing and novel domains, a user simulator for personalized DM and a bench-
mark of POMDP and non-POMDP algorithms, is introduced in Section 3.5.
After describing and analyzing the results in Section 3.6, we conclude with a
discussion in Section 3.7.

3.2 Task Description
This work addresses DM in task-oriented dialogue systems. These systems aim
to solve a task by interacting with the user in a conversational style. A popular
task for these systems is to recommend a suitable item for a user. The system
elicits user preferences or constraints during a dialogue and recommends items
from a given item database. We introduce this task formally.

The task addressed in this chapter can be formalized as a q-ary two-
player interactive search game [267]. In these game, the goal of one player,
dubbed Questioner, is to find a target subset Xtarget ⊆ X = {x1, . . . , xn} out
of a universe of items X of size n by asking questions to the other player,
the Responder. In this case, each xi ∈ X consists of a vector of values
⟨xi1, . . . , xim⟩ for features {f1, . . . , fm}. Xtarget is identified by a set of con-
straints C, in the form of the desired value cj for some feature fj . We assume
∀ cj ∈ C,∀ xi ∈ Xtarget ,∀ xij ∈ xi : xij = cj . Each cj eliminates a part
of the search space. We use Ct to denote the set of constraints at game turn t
and XCt

to denote the corresponding candidate item set.
Both the typical q-ary search game and our variation are generalizations

of the Rényi-Ulam game (RU game), also known as the binary search game
or the parlour game ‘20 questions’. In RU games, Questions are limited to
confirmation of a single constraint, i.e. they are all of the form ‘cj ∈ C?’ In this
format, the optimal question halves the candidate item set XCt

in the optimal
case. In our setting, however, the optimal decrease in candidate item set size
depends on the distribution of values for all fj ’s in XCt

. The Questioner may
use knowledge about these distributions in selecting a fj to ask a constraint
for. We therefore include a policy that uses knowledge about the distribution
of values in all fj ’s as a search heuristic. More so, the Responders’ tendency to
provide constraints for a feature fj may not be distributed uniformly in realistic
settings. A Questioner with access to past plays may use this experience to
estimate the likelihood of a constraint for a feature being present to find an item
more efficiently. We therefore include approaches that can leverage experience
into our benchmark, see Section 3.5.3 for details.
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3.3 Related Work
Most approaches to personalizing dialogue systems can be categorized as
learning-based or rule-based. We provide a brief overview of approaches in
both categories. An example of a rule-based approach can be found in [126]
and [356]. This system uses a model of user preferences for constraints cj to
weigh factors that determine similarity of a user query to the items in X. The
DM policy is handcrafted, which typically entails many nontrivial decisions that
can seriously impact system performance [205]. More recent examples, such as
[20, 178, 320] collect user-related facts in a knowledge graph. These facts are
then used to personalize hand-crafted response templates. These approaches
focus on personalized natural language generation and have handcrafted DM
modules.

Learning-based approaches, on the other hand, optimize the DM policy
using experiences with real or simulated users. A conversational shopping re-
commender is described in [217]. It requires multiple interactions with a specific
user and has a query-response interaction style. An example with a natural
language interaction style based on transfer learning can be found in [49]. It
initializes a policy for the target user by training on data from interactions
with similar users. The authors find that it is beneficial to include data from
dissimilar users, albeit with lower weights, as this results in better coverage of
the state space during training. A drawback of the approach is that it requires
a suitable similarity metric. A transfer learning-based approach that does not
suffer from this drawback is introduced in [241]. A policy is optimized using
a global optimization criterion and all available experiences. Next, the optim-
ization criterion is extended with user-specific slot-value preference estimates
which are updated in subsequent interactions. This approach only adapts to
individual users in terms of slot-value preferences and requires multiple interac-
tions with a single user. A third transfer learning-based approach is presented
in [120]. The selection of experiences to train the model on for a specific user is
cast as a multi-armed bandit problem. Finding a source of experiences out of
all n users, however, requires at least n bandit trials. This limits applicability
to scenarios with a small number of users.

None of the approaches discussed so far leverage information external to
the conversation, e.g. context, to optimize the dialogue policy. In non-
conversational recommendation, however, numerous works rely on the users’
personal contexts. As a full survey is out of scope for this chapter, so we fo-
cus on generic trends instead. Recommender systems are typically classified
as content-based, collaborative filtering or a hybrid of these two. Content-
based recommender systems ‘exploit the user profile to suggest relevant items
by matching the profile representation against that of items to be recommen-
ded’ and thus rely on the users’ personal context [263]. Collaborative filtering
selects items for recommendation by looking at past consumption patterns by
similar users and personal context can be used to determine similarity of users
[3, 172, 213]. Out of these approaches, contextual bandit methods are spe-
cifically related to this work. These methods aim to determine how elements

52



33

3.4. Approach

User

Automatic 
Speech 

Recognition

Natural 
Language 

Understanding

State 
Tracking

Language 
Generation

PolicyPolicyPolicy
...

...

(a) Segmentation-based.

+

(b) State-based.

Figure 3.1: RL-based approaches to personalized DM.

of personal context affect relevance of items through subsequent interactions
with users [197]. These methods, however, are not suitable for conversational
settings as they do not take sparsity of rewards and the sequential nature of
these settings into account.

3.4 Approach
This section describes two novel approaches to personalized DM for the inter-
active recommendation task described in Section 3.2. First, the formalism of
Partially Observable Markov Decision Problems is described and it is explained
how it it can be applied to DM for the interactive recommendation task.

3.4.1 RL for DM
State of the art statistical dialogue systems cast DM as a Partially Observable
Markov Decision Problem (POMDP) [301] [388]. A POMDP is a generalization
of a Markov Decision Process where the true state is not directly observable,
but must be estimated through observations. In dialogue systems, the source
of uncertainty about the true state stems from errors in Automatic Speech
Recognition (ASR) and Natural Language Understanding (NLU) modules. The
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POMDP is defined as M = ⟨S,A, T,R,Ω, O⟩ where S ∈ {s1, . . . , sn} denotes a
finite set of partially observable states representing user intentions and dialogue
history, A ∈ {a1, . . . , am} is a finite set of actions representing system responses,
T : S × A × S → [0, 1] is a probabilistic transition function over states and
R : S×A→ R denotes a reward function based on number of turns and accuracy
of recommendation, Ω ∈ {o1, . . . , ol} is a finite set of observations available to
the system, and O : Ω × A × S → [0, 1] denotes a probabilistic function over
observations, actions and states. The true state s is unavailable to the agent,
only observations Ω are.

The dependence of O on Ω and A makes the decision process non-Markovian
and thus unsuitable for standard RL algorithms. The Markovian property can
be regained, however, by maintaining a Bayesian belief over S and substituting
the original state space with this belief space. This substitution leaves us with
a continuous MDP with an input space B ∈ {b1, . . . , bo} with dimensionality
|S|−1, which is too complex for most practical purposes. In practice, however,
the belief space can be significantly reduced in size by splitting it into factors
and assuming mutual independence between factors. In dialogue systems aimed
at the interactive recommendation task from Section 3.2, the belief space can be
split into a factored belief space B′ consisting of dialogue history belief bd and a
user intention belief bi. The dialogue history bd describes, for example, whether
the system has already recommended an item xi or requested a constraint for
feature fj . The user intention belief describes preferences of the user w.r.t. the
product database. Maintaining this state is a challenge in itself, but outside of
the scope of this work. See [387] and [147] for overviews. As B is replaced by
B′ and not used anymore, we denote B′ as B from here on.

Constructing the POMDP involves some design decisions based on the task
at hand. Specifically, A should contain actions that are useful or necessary
for the agent to achieve its task. For the interactive recommendation task the
agent plays the part of Questioner. The available utterances should thus at
least reflect requesting a constraint for each feature fj and recommending an
item. Additional actions can make the dialogue more natural and efficient,
such as confirmation questions of the form ‘cj ∈ C?’ and selection questions of
the form ‘cj ∈ C or cj′ ∈ C?’.

Besides a suitably defined A, the POMDP should be constructed with an R
that reflects the goal of the task at hand. This work is based on a benchmark
further described in Section 3.5. In the benchmark R is defined as

20 ∗ acc(Xtarget, ⟨a1, . . . , al⟩)− l (3.1)

for a given Xtarget and trajectory of system actions ⟨a1, . . . , al⟩ of length l.
acc() returns 1 if the trajectory contains a recommendation action for an item
xi ∈ Xtarget and 0 otherwise. The goal is to find the optimal function π∗ :
B → A that maximizes the expected sum of discounted future rewards

π∗(b) = arg max
a

Qπ∗
(b, a),∀b ∈ B, ∀a ∈ A (3.2)
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where

Qπ∗
(b, a) = Eπ∗

{ ∞∑
k=0

γkrt+k+1|bt = b, at = a
}

(3.3)

and γ ∈ [0, 1] is a factor weighing future rewards and bt and at are future beliefs
and actions.

3.4.2 Personalized Dialogue Management
We present two approaches to DM using personal context of the user based on
the formalism described. Figure 3.1 provides an overview of the two methods.
Both use a vector describing the agents’ belief of personal context bc of the
user to optimize the dialogue for specific users. This may include any available
information about the user that may aid in policy optimization. Examples
of context include demographics, purchase history and previous interactions.
Note that context need not be constant during or in between dialogues. This
section describes how context is used in both methods.

The method in Figure 3.1a is based on segmentation of the user population
by context. It assumes a function M : Bc → G that maps agent beliefs on user
contexts Bc ∈ {bc1 , bc2 , . . . , bcn

} to segments g ∈ G (g for ‘group’). A separate
policy πg(bd, bi) is maintained that exclusively interacts with contexts bc for
whichM(bc) = g. As the policy interacts with user contexts in a single segment,
it learns a policy optimal for that segment using only beliefs on dialogue history
bd and user intentions bi. The context bc is not available to the policy. A
benefit of this approach is the absence of negative transfer between segments:
behaviors suitable to only a particular segment of users are only learned by
that segments’ policy and will not be considered suitable by policies serving
the other segments. On the other hand, there cannot be any positive transfer
either: each policy is exposed to less interactions which may result in poor
belief state space coverage and degraded performance. Furthermore, it may be
nontrivial to find a suitable segmentation function M as this involves finding an
unambiguous context representation and determining the number of segments.

The method in Figure 3.1b does not suffer from these drawbacks. It consists
of concatenating beliefs on dialogue history bd, user intentions bi and context bc.
The resulting belief vector is then used as input to a single policy πp(bd, bi, bc)
for the entire user population. An algorithm that optimizes πp now jointly
learns DM and the usage of context therein. This allows for the learner to only
use context when it is beneficial and liberates us from defining segmentation or
similarity criteria. The composed learning task, however, may be significantly
more challenging as users from different segments may have conflicting desires.
This might lead to a form of negative transfer that the algorithm optimizing
πp has to be robust to which may require more training data.
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Domain # Items Group 1 & 2 Group 2 only
CR 110 price range area, food

SFR 271
price range, allowed for
kids, good for meal

area, near, food

LAP 123

utility, price range,
weight range, warranty,
is for business comput-
ing

family, processor class,
sys memory, platform,
drive range, battery rat-
ing

FIN 14

minimum age, purpose,
account

name, insurance, max.
duration, min. dura-
tion, max. principal,
min. principal

Table 3.1: Usage of slots for constraints for the two user groups. Group 1 denotes
users unfamiliar with the domain or ‘laypersons’ while Group 2 denotes users experi-
enced in the domain or ‘experts’. Expert users always use three constraints, whereas
layperson users have between one and three constraints.

3.5 Experimental Setup
The goal of this chapter is to evaluate the proposed approaches for personalized
dialogue management. We split this goal into the following research questions.
In a personalized DM task,

Q1 when do learning-based algorithms outperform handcrafted algorithms?

Q2 when do belief state-based approaches outperform segmentation-based
approaches?

Q3 how well do existing approaches generalize to the novel domain of financial
product recommendation?

Regarding these research questions, we hypothesize:

H1 learning-based approach only outperform handcrafted approaches in the
presence of preprocessing errors.

H2 belief state-based approaches perform comparable to or better than
segmentation-based approaches.

H3a in the new domain, learning-based approaches perform comparable to
existing domains.

H3b in the new domain, handcrafted approaches perform worse than in exist-
ing domains.

The experimental setup is based on a benchmark suite for task-oriented dia-
log management [50]. The suite includes a user simulator, a dialog management
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module and DM algorithms. The benchmark further consists of recommend-
ation tasks in three domains: recommendation of restaurants in Cambridge
(CR), of restaurants in San Francisco (SFR) and laptops (LAP), we refer to
[50] for details. We extend this benchmark in three ways. Firstly, we add a
new domain of recommending financial products. Secondly, we extend the user
simulator to include context. Finally, we add our proposed algorithms and
additional non-POMDP-based algorithms to the benchmark.

3.5.1 Recommending Financial Products
The financial domain is an interesting addition as it is different from domains
currently in the benchmark: the number of interactions with a single user is
typically limited, there may be large gaps in between interactions and user in-
tentions are typically not constant over interactions. It is, for example, unlikely
that a single customer needs multiple recommendations based on an intention
to finance a car purchase. This renders approaches that require multiple inter-
actions with a single user or that rely on direct estimation of user preferences
inapplicable.

A second particularity of this domain is that different users have different
familiarity with products. As a result, users in this domain have differing pref-
erences and ability to express them. For example, customers that have a car
loan will be more familiar with technicalities of secured loans and therefore be
more capable of expressing their preferences for similar loans in detail. Such
differences are common in domains with complex products, such as the finan-
cial, technology and automotive domains. Although the exact formulation of
context is not the focus of this work and may vary per domain, we consulted
with domain experts in the financial domain on contextual factors currently
used in determining how to communicate with users across various channels.
These domain experts indicate that one of the major factors in communicating
about a product is whether the user consumes a product from the same product
category.

Entropy POMDP

R
Q

EM
D

B

EM
D

M

H
D

C

R
L v

R
L s

R
L b

s

Task-specific v
NLU/DST-error aware v v v v
Adaptive v v v v
Uses context fixed adaptive

Table 3.2: Overview of qualities of approaches. RLv, RLs and RLbs describe the
vanilla, segmentation-based and belief-state based versions of GP, A2C, DQN and
eNAC.

Differences with other domains are not limited to typical interaction pat-
terns, however: the item set X is distinctive in this novel setting as well. This
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item set was developed using using well-known ontology engineering practices
and evaluated with domain experts [10, 255]. The resulting item set consists of
14 products and 13 features. Nine out of these can be used as a constraint by
the user, see Table 3.1 for an overview. All other slots are only used to inform
the user about the product and not relevant to the recommendation task. The
number of values for all constraint features is 64. When compared to the ex-
isting domains in literature, the novel FIN domain has a relatively small item
set and relatively large number of constraint-slots. We add this item set as an
‘ontology’ to the Pydial benchmark for DM systems [50] which is described in
the next Sections in more detail.

3.5.2 User Simulator
We adapt the user simulator in the benchmark as described in [310] to reflect
the scenario from the previous section. A full description of this simulator is out
of scope and we limit ourselves to the main concepts before moving on to the
extensions. In the simulator, actions by the simulated user are conditioned on
the dialogue so far and on behavior parameters and includes an error model for
ASR and NLU modules. Parameters for all of these have been tuned using data
from experiments with real users, for details see [310]. Behavior parameters are
sampled at the start of each dialogue and according to distributions that have
been set in user profiles so that each dialogue is with a user with individual
behavior characteristics. Similarly, up to three constraints cj are sampled ran-
domly for each new simulated user. Additionally, heuristics to constrain the
action space can be enabled or disabled. These action masks make part of the
action space unavailable and ease the learning task. A combination of user
model, error model and availability of action mask is denoted as an ‘envir-
onment’. In total, the benchmark we use includes six different environments
[50].

We extend the tuned simulator with user context to reflect the scenario from
the previous section. Two user groups are modelled. The first group represents
‘laypersons’ that express constraints for specific slots only; the second group
represents knowledgeable users that express constraints for all slots. All slots
and their usage per group are listed in Table 3.1. The usage of slots between
groups for the FIN domain has been set after consultation with domain experts.
For the CR, SFR and LAP domains, these are set to allow for a comparison of
approaches across settings.

We add a bc to describe the user context and add per-slot constraint usage
parameters to the simulator. Specifically, bc is a vector of two values, describing
the belief on the user having experience in the domain or not. Although our
approach facilitates a wide range of values, we here limit ourselves to the case of
fully certain upfront knowledge, i.e. bc ∈ {0, 1}2. We assume that interactions
with both types of users are equally likely.
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3.5.3 Algorithms
We evaluate our approach using all algorithms presented in the benchmark
from [50] and measure per-dialogue rewards according to equation 3.1 in Sec-
tion 3.4.1 across 10 random seeds with 4000 training and 500 test dialogues
each. The benchmark contains one handcrafted policy, HDC, and four RL-
based algorithms: GP for GP-SARSA, A2C, eNAC and DQN. All of these
algorithms are based on the POMDP formalism introduced in Section 3.4.1.
GP is a data-efficient nonparametric value-based approach that uses Gaussian
Processes to estimate Qπ(b, a) from equation 3.3 [116]. DQN similarly estim-
ates these Q values using a neural network, i.e. it is a parametric approach
[332] [371]. A2C and eNAC are parametric algorithms that estimate the policy
π(b) as defined in equation 3.3 directly, where A2C estimates Q(b, a) addition-
ally [94]. We refer to [50] for more detail on these algorithms. We include
vanilla versions of the learning algorithms, versions based on segmentation and
versions based on an altered belief-state and denote these by ·v, ·s and ·bs

subscripts respectively.
We further extend the benchmark with three non-RL-based algorithms.1

The algorithms were selected based on the task formalization of Section 3.2 and
to enable a comparison of learning algorithms versus handcrafted algorithms.
Specifically, we add a randomized baseline, an algorithm with a search heur-
istic and a state-of-art learning method from [391]. This last method keeps
a history of successful dialogues as trajectories of user utterances u and sys-
tem actions ⟨u1, a1, ..., uℓ, aℓ⟩ up to a successful recommendation aℓ. During
a dialogue ⟨u1, a1, . . . , ut⟩, the system selects the action at that minimizes the
entropy of all past successful recommendations aℓ, breaking ties with a random
selection. We denote this approach with EMDM for ‘Entropy Minimization
Dialog Management’.

The two remaining non-POMDP-based algorithms are a randomized
baseline and a baseline that uses information about the product database. The
randomized baseline randomly asks for constraints on feature fj until there are
no differentiating features in XCt and then recommends some item xi ∈ XCt

randomly. We denote this baseline with RQ for ‘Random Question’. The
second baseline has the same strategy for recommending an item, but differs in
selecting fj . Given the current XCt

, it selects the fj with the highest entropy
in the candidate item set XCt

and requests the user preference for it. This is
a task-specific approach that uses a entropy as a heuristic to search the item
set XCt efficiently. We denote this benchmark as EMDB for ‘Entropy Minim-
ization DataBase‘. All non-POMDP-based approaches, i.e. RQ, EMDM and
EMDB, have no way of dealing with errors from the ASR and NLU modules
in Figure 3.1. The output of these modules with the highest confidence score
is simply assumed as correct and used as input to these algorithms.

1Code: https://bitbucket.org/florisdenhengst/pydial/commits/tag/
web-intelligence-19
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# Nodes
Model Hidden Layer 1 Hidden layer 2 ϵs
DQN 300 100 .5
A2C 200 75 .5
eNAC 130 50 .3

Table 3.3: Hyperparameters for neural network based approaches.

3.5.4 Environment and Hyperparameters
All experiments were run on Intel Xeon Silver 4110 Processors using Python
version 2.7.9, TensorFlow version 1.12.0, NumPy version 1.15.4 and SciPy ver-
sion 1.2.0. Ten different random seeds ranging from zero to ten were used.
Hyperparameters were set as in [50], we repeat them here. For the GP al-
gorithm, a linear kernel was used on the state space and a Kronecker delta
kernel was used on the action space. The ‘scale’ variable of these determines
the rate of exploration and was set to 3.

DQN, A2C and eNAC use an ϵ-greedy exploration strategy during training
where ϵ is linearly scaled between ϵs and 0.05 in training, i.e. for the 4,000 dia-
logues. Exploration was turned off during evaluation. See Table 3.3 for values
of ϵs and network architecture for the neural network based approaches. For
these, the architecture consisted of three layers of fully connected feedforward
of varying sizes. The Adam optimizer was used for training with an initial
learning rate of 0.001. We refer to the code repository for further details on
the hyperparameters.

3.6 Results
In this section, we describe the results with respect to the research questions
from Section 3.5. Table 3.4 lists all results.

Q1 Figure 3.2a shows the performance of the best algorithms in an envir-
onment where ASR/NLU errors are absent. According to hypothesis H1, we
expected the HDC and EMDB algorithms to outperform learning algorithms.
We analyse the performance of these algorithms per domain. The CR domain
contains relatively little slots and groups are similar. The task-specific EMDB
algorithm moderately outperforms learning-based approaches GPs and DQN s

which in turn outperform the HDC algorithm. Moving to the FIN domain,
DQN s and GPs outperform HDC due to the large difference between groups.
We analyze the poor results of EMDB in this novel domain below (Q3). In
the LAP domain, the EMDB algorithm performs the worst out of the selected
algorithms. This domain has a large number of slots hence there is likely to
be a differentiating feature fj that will be selected according to EMDB. The
EMDB algorithm thus keeps on asking for new fj , even when the user has
already listed all of their requirements. Comparing HDC with learning-based
approaches in this domain, it performs comparable to DQN s and GPs. The
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Figure 3.2: Average reward per dialogue in test set for environments without (a)
and with (b) ASR/NLU errors.

reason for this may be that this is a relatively challenging learning task which
limits the benefits of personalization. The SFR domain has a relatively large
item set X and a moderate number of slots. The search heuristic of EMDB
works as expected here and GPs and DQN s moderately outperform hand-
crafted approaches. Overall, we find that –in contrast to H1– learning-based
approaches perform comparable or better than both handcrafted approaches,
even in the absence of ASR/NLU errors.

We now compare these families of approaches in an environment with AS-
R/NLU errors in Figure 3.2b. In this setting, the gold standard HDC algorithm
degrades more than learning approaches, further supporting the benefits of
learning approaches in a scenario with different user groups. The difference
can be explained by HDC ’s response to an unclear answer for some slot: it re-
quests the user to confirm the most likely value as recorded by the ASR/NLU
modules. Such a request will not further the dialogue if that particular slot
does not contain a constraint for the user. The HDC algorithm does not take
this into account, whereas learning approaches can adapt to the laypersons’
inability to informatively respond after such a confirmation request and ask
for other constraints first. The EMDB algorithm cannot handle uncertainty
from ASR/NLU outputs. It assumes the most likely preference as indicated by
ASR/NLU modules. This assumption is occassionally incorrect and generally
ruins EMDB’s performance.

Q2 In contrast to hypothesis H2, performance of belief state- and
segmentation-based personalization approaches vary across domains, environ-
ments and used learning algorithms. For the GP algorithm, segmentation
generally outperforms vanilla and belief-state based approaches in both en-
vironments. This suggests that GP suffers less from lack of training data as
a result of segmentation, which is in line with earlier findings that GP is a
data efficient algorithm [116]. The performance of this algorithm relies on the
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chosen kernel. In the benchmark, a linear kernel is used. This kernel assumes a
linear relation between Qπ(b, a) and the belief state b. We briefly analyze this
linearity assumption by considering two similar belief states b that only differ
in the belief on user group membership for the current user bc. The linearity
assumption implies that some favorable action for the first group is unfavorable
for the other group. This assumption clearly does not hold for some actions,
e.g. requesting some fj that is used by both groups.

For DQN, some negative effects of segmentation can be seen in cases with
a complex learning problem, i.e. in environments with ASR/NLU errors and
in domains with a large state space. These negative effects can be mainly seen
in domains with larger state spaces LAP and SFR. Regarding the belief state-
based approach, results indicate that it performs comparable or slightly better
than the vanilla approaches in most configurations. We hypothesized that this
approach would learn to exploit differences in user population without suffer-
ing from the drawback of limited training data as in the segmentation-based
approach. Although our findings indicate that the latter is generally the case,
the benefits of personalization diminish for more complex learning problems in
environments 4-6. A possible explanation for this is that the algorithms’ hyper-
parameters, specifically the neural network architecture for DQN and kernel
for GP, were not optimized to the personalization setting.

Q3 Figure 3.3 shows how POMDP-based approaches hold over various do-
mains in all included environments. We omit non-POMDP-based approaches
here due to their poor performance in environments 3-6. When comparing the
novel FIN domain, the gold standard HDC is outperformed by all considered
learning algorithms. The learning algorithms generalize to the new domain.
The HDC policy was handcrafted for the other four domains and does not
transfer well to a novel domain with different characteristics. To analyze the
results of EMDB in the FIN domain, we consider again Figure 3.2. In the FIN
domain, the item set X is small which makes the search heuristic on which
EMDB relies inapplicable. These results are in line with hypotheses H3a and
H3b.
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LAP -3.0 -3.1 -2.7 4.6 3.4 -0.1 -3.8 -0.3 -2.5 -1.1 -1.0 -1.0 5.3 -8.7 -8.5 -14.3
SFR -1.0 0.2 -1.8 5.2 6.7 4.3 -1.1 2.0 0.9 4.6 4.7 2.5 5.2 -8.4 -8.4 -9.7

5 15 n

un
fr

nd
ly CR 6.6 4.6 4.8 7.0 9.7 8.3 4.9 7.7 7.6 7.5 8.3 8.9 6.7 -7.5 -7.5 -5.5

FIN 2.2 2.1 1.6 6.2 7.2 4.1 4.4 5.5 5.1 5.3 4.6 5.6 2.5 -7.8 -7.5 -12.8
LAP -3.3 -2.0 -3.1 3.7 4.1 1.9 1.8 1.8 0.5 -0.0 -0.1 1.7 3.0 -8.6 -8.4 -14.6
SFR -2.1 -0.1 -1.1 5.3 4.6 4.6 2.3 3.3 4.1 3.8 3.6 3.5 3.7 -8.4 -8.4 -10.3

6 30 y

no
rm

al CR 4.2 4.2 4.8 6.4 7.8 7.2 6.2 7.1 7.2 6.8 7.1 7.3 5.6 -4.7 -4.7 -5.8
FIN 0.6 0.2 0.5 3.7 3.8 3.8 3.8 4.8 5.6 5.2 3.5 4.9 2.5 -7.6 -7.0 -12.6
LAP -2.8 -2.6 -2.3 4.9 3.4 3.1 3.2 3.3 2.0 -2.0 -1.2 0.4 3.2 -9.3 -8.8 -14.5
SFR 1.6 -1.8 -0.5 5.7 4.6 4.6 4.2 4.7 4.9 3.6 2.4 3.5 3.5 -8.3 -8.0 -9.7

mean 2.51 2.34 1.54 7.28 7.09 6.35 2.57 3.49 4.52 5.54 5.38 6.03 6.12 -2.92 -3.37 -10.38

Table 3.4: Average reward per dialogue for test set across environments, domains and algorithms in the benchmark.
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3.7 Discussion
In this work, we have proposed two approaches to DM using personal context
and evaluated them on various environments, in various domains and using
various algorithms. The approaches leverage existing contextual information
about a particular user and can offer personalized DM even in the absence of
previous interactions with a particular user.

In order to evaluate our approaches, we have extended an existing bench-
mark for conversational item recommendation with two user contexts and asso-
ciated behavior patterns. The behavior patterns reflect those found in domains
where ‘expert’ and ‘layperson’ users have differing knowledge about the avail-
able items. Results indicate that learning a dialogue policy is beneficial in
settings with differing user behaviors. Notably, the addition of context boosts
performance of learned dialogue managers to comparable or higher levels than
a handcrafted gold standard and task-specific approaches, even in an environ-
ment without noise from preprocessing modules.

We find that performance of learning approaches varies with environment,
domain, and algorithm. Specifically, data efficiency could be investigated by
increasing the number of training dialogues. Similarly, the applicability of
the approaches could be investigated by varying the difference between user
groups. Furthermore, varying hyperparameter settings such as neural network
architecture and learning rate and more powerful and stable RL algorithms
may lead to more the complex behaviors in the new setting such as those
in [137]. More experiments are necessary to further investigate performance
characteristics for the proposed approaches.

With regards to methodology, we have introduced a case validated by do-
main experts in the financial domain and added it to an existing benchmark
of item recommendation. We have extended a realistic user simulator with
additional behavior parameters for all domains in the benchmark to compre-
hensively test our approaches. Although these additional parameters are suit-
able to test our approaches technically, they were not sampled from real-world
data. Comparing the approaches in real-world settings, such as an evaluation
with real users or an evaluation in a configuration where behavior parameters
are based on real-world differences between experts and laypersons would be
interesting next steps.

Finally, we tested our approaches to the usage of context in a specific case
with different user groups with static context information and a constant action
space. Our approaches, however, are general and could be applied to various
other usages of context to dialogue policy optimization. Especially interesting
would be the inclusion of sentiment estimates as in [279]. Together with an
extension of the action space, these could aid in making the conversation more
natural by conditioning e.g. trust-building system responses on conversation
content and context at the same time.
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4

Collecting High Quality Dialogue User
Satisfaction Ratings with Third-Party

Annotators

The design, evaluation and adaptation of conversational information systems
are typically guided by ratings from third-party, i.e. non-user, annotators.
Interfaces used in gathering such ratings are designed in an ad-hoc fashion as
it has not yet been investigated which design yields high-quality ratings. This
work describes how to design user interfaces for gathering high-quality ratings
with third-party annotators. In a user study, we compare a base interface that
consolidates best practices from literature, an interface with clear definitions
and an interface in which tasks are separated visually. We find that these
interfaces yield annotations of high quality and separation of tasks. We find
no significant improvements in quality between User Interfaces (UIs). This
work can serve as a starting point for researchers and practitioners interested
in collecting high-quality dialogue user satisfaction ratings using third-party
annotators.

Based on [P7]:
Mickey van Zeelt, Floris den Hengst and Seyyed Hadi Hashemi
Collecting High Quality Dialogue User Satisfaction Ratings with
Third-Party Annotators
Proceedings of the 2020 Conference on Human Information Interaction and
Retrieval
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4.1 Introduction
Conversational information interfaces have been of interest to research and in-
dustry for decades [231]. In more recent years, devices such as smart speakers,
phones and in-car systems have made interaction with conversational inter-
faces common at home, in public spaces and traffic. These interfaces may be
developed on cloud-based platforms such as Amazon Alexa and Google Dia-
logFlow. Although these platforms offer high-quality reusable components for
subtasks such as converting text to speech and extracting keywords from utter-
ances, the overall quality of the entire interface typically needs to be evaluated
per system deployment. Furthermore, quality ratings may be required to adapt
and personalize the interface in an online fashion as in Chapter 3.

Although various signals for capturing the quality of conversational inter-
faces have been studied, user satisfaction is typically the ultimate metric to
optimize for. User satisfaction is a subjective measure of the quality of an inter-
action [176] and a rating of user satisfaction can be acquired from users directly
or from third-party annotators. These two types of ratings are considered com-
plementary [367]. Third-party ratings come with the inherent challenge that
the annotator does not know the intent of the user. In contrast to user ratings
though, they can be acquired at manageable costs in a controlled environment.

Acquiring third-party ratings of high quality remains challenging, though.
Previous research frequently gathered third-party ratings with low reliability or
agreement between raters [7, 143, 151, 154, 312, 399]. The reasons for this have
been studied to some extent. Estimation of and response to the unreliability
of raters in e.g. crowdsourcing has in particular received a substantial amount
of attention [43, 46, 105, 175, 225, 326]. Other aspects, such as annotation
interface design, however, have largely remained unaddressed and interfaces
are typically developed in an ad-hoc fashion as a result.

Some works have indicated that definitions aid in collecting high quality
annotations [105, 124, 179, 246], whereas others have found that the bias thus
introduced yields lower quality annotations [289]. Additionally, it is unclear
whether forcing the user to complete a task before starting a subsequent task by
vertically positioning UI elements improves quality or harms it. This technique,
called cascading, was reported to be beneficial by Lin et al. [204] and Gligorov
[124] whereas it was thought to complicate the interface by Real et al. [289].

Therefore, the main research question addressed in this work is how to
develop a user interface (UI) that facilitates the gathering of high-quality third-
party dialogue annotations. In particular, we investigate:

RQ1: How do definitions of “user satisfaction” in the interface
affect the quality of annotations?

RQ2: Is a cascading user interface preferable over a non-cascading
interface with visual separation of tasks?

We design three UIs to investigate these research questions and find that
they yield high quality annotations in a user study (n=27).
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4.2 Method
In order to answer the research questions from the introduction, three UI vari-
ations were designed, developed and evaluated. In the design phase, guidelines
were gathered from literature and converted to requirements for all interfaces.
In this section, we first outline these requirements. Next, requirements that
reflect the research questions from Section 4.1 were added to each variation.
We developed a base interface, a variation with clear definitions and a variation
with visually separated tasks. We further detail these variations below.

4.2.1 Requirements
From the field of information presentation, we know that the number of tasks
in a UI negatively affects quality for each task [105]. Therefore, interfaces
should be limited to as little tasks as possible. In the case of conversational
interfaces, annotators should read the full conversation and then evaluate user
satisfaction. Additional tasks, such as providing confidence scores, should be
avoided.

Another means to reduce UI complexity is to limit the number of choices
[124, 179, 289]. Considering that user satisfaction is a subjective measure,
annotators typically find it challenging to choose between two options. A five-
level Likert scale effectively balances the number of choices and expressiveness
of the rating [143, 176, 247].

A third means to reduce UI complexity is to simplify any text involved.
Text should be presented in short sentences, with key phrases in bold font.
Descriptions of input should be structured to contain questions at the end.
This increases the likelihood of annotators reading text fully. Text consisting
of just a few lines has been found to be less likely to be read fully or even
completely when compared to text in a single brief sentence [289].

Annotators develop a better understanding of the task while performing it
[261]. These learning effects yield unwanted differences between ratings by a
single annotator over time. To combat these effects, training is recommended
[175, 191]. The training should introduce the interface, concepts and tasks
[289, 326].

Duration of the task may also negatively affect quality. Research indic-
ates that fatigue factors have a significant effect on the quality with a peak
annotation quality at 30 minutes of participation [46]. Task duration measure-
ments can be performed during pilots of the UI and findings can be used to
tune the task size. Additionally, limitations on consecutive participation can
be put in place. Finally, total task duration can be logged so that annotations
of suspected lower quality may be removed before analysis.

In order to ensure that participants are suitable, participants may have to
be filtered up-front. Filters may be based on experience with similar tasks,
country of origin and familiarity with the language and cultural context, as
well as a qualification test [46, 326]. A test is typically not preferred: it may
introduce additional fatigue in annotators and may filter out raters that would
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Figure 4.1: UI1: Showing the focus on cascading the elements and keeping the
information on the task ambiguous.

provide qualitative ratings after training [46, 105]. Ideally, intrinsic motivation
is to be preferred over financial incentives as Finnerty et al. [105] and Mason
and Watts [225] indicate that these speed up data collection at the cost of
quality. In many practical cases, though, financial incentives will be necessary
to ensure a sufficient number of annotators.

4.2.2 Base Interface (UI1)
UI1 implements all requirements described in Section 4.2.1 and forms the basis
for the other UIs in this research. Figure 4.1 shows an example conversation
in this UI.

The annotation process is preceded by a training phase. The training UI
is implemented as an overlay shading any element not included in the training
phase. A brief text describes the conversations and their context, introduces the
annotation task itself and provides an estimate of total duration. Then, both
main elements of the interface are introduced. The conversation is explained
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Figure 4.2: Training step to introduce the conversations, highlighting the interface
element in detail and darkening all other visible elements.

first, see Figure 4.2, followed by an explanation on rating user satisfaction. The
training ends with a highlight of the ‘save’ button. The user is then presented
the main annotation interface.

In the main annotation interface, the tasks of reading the conversation and
providing a rating are captured in two UI elements. Task descriptions are
presented using a bold font, contrasting colour and numbers indicating order.
UI elements for tasks are positioned in vertical order, a configuration known
as ‘cascaded’. Cascading encourages annotators to finish the one tasks before
starting on the next but scrolling is required for long conversations.

UI elements for the ‘reading’ task were designed to be familiar to annotators.
The UI used the convention to position messages from the chatbot to the right
and messages from the chatbot to the right as in e.g. Facebook Messenger,
Whatsapp and Signal. It may be conventional to flip this positioning in other
cultural contexts. Besides positioning, colour-coding is used to differentiate
between messages from chatbot and chatbot user.

The annotation task is defined as: "Rate the user satisfaction of the con-
versation with the chatbot". The lowest and highest value of user satisfaction
are labelled "Very Satisfied" and "Very Dissatisfied", respectively. Intermedi-
ate ratings are not labelled. A rating is selected by clicking one of the five
star-shaped buttons.

A sizeable green button labelled "save your results" appears after rating a
conversation.

4.2.3 Interface with Definitions (UI2)
UI2 was developed to answer RQ1 from Section 4.1. In order to do so, defin-
itions for what constitutes user satisfaction and definitions for points on the
Likert scale were added. The following definition of user satisfaction was presen-
ted: "The experience of the user’s goals or desires being fulfilled by the chatbot".

Definitions of points on the Likert scale were taken from [369]: “Very dis-
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Figure 4.3: UI3: variation focusing on the separation between tasks and complexity
reduction.

satisfied”, “Dissatisfied”, “Unsure”, “Satisfied”, and “Very Satisfied”, .i.e. they
express which levels is associated with users actually being satisfied. We hypo-
thesize that the inclusion of definitions in UI2 increases understanding of the
task when compared to UI1.

4.2.4 Interface with Separated Tasks (UI3)
UI3 was designed to answer RQ2 and is presented in Figure 4.3. The cascading
of UI elements for reading and rating from UI1 was replaced by a more clear
separation between UI elements that reflect these tasks.

Both elements are ordered left to right and always visible.
This allows annotators to understand which tasks to perform at a glance.

The fixed positioning of the interface elements also removes some of the scrolling
required for long conversations, thus further reducing complexity. We hypo-
thesize that a simple, i.e. non-cascading, interface increases understanding of
the task when compared to UI1.

4.3 Experimental setup
An online user experiment was performed in order to measure the effective-
ness of the UI variations. Participants (n=27) were recruited from a set of
experts (working on dialogue systems) and university students on a volun-
tary basis. Participants were filtered to have a sufficient proficiency in English
(self-reported). Each participant was assigned a UI variation in a round-robin
scheme and tasked to rate conversations from the Maluuba ‘Frames’ data set
[13]. This data set consists of multi-turn single-domain task-oriented conversa-
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tions collected in a Wizard-of-Oz scheme and contains user-reported satisfac-
tion ratings on a five-level scale. For this experiment, ten conversations were
randomly sampled for each level, e.g. each participant in this experiment rated
50 conversations.

Data additional to the user satisfaction ratings were collected. A screen
capture tool1 was used to log interface usage to ensure that participants under-
stood the interface and did not rush through the task. Participants were also
asked to complete a brief questionnaire after rating. This questionnaire con-
tained a request for general remarks and two directed questions: (1) whether
the participant understood the task and (2) whether they understood the UI.

In order to compare the quality of annotations obtained using the different
UIs, measures of inter-rater agreement (IRA) were used. Out of all available
measures of inter-rater agreement, Cohen’s Kappa, Fleiss’ K and Krippendorff’s
α are most found in literature [65, 106, 144]. Krippendorff’s α is most appropri-
ate for scales of higher than nominal order, such as Likert-scale values [406], and
therefore used to compare UIs 1-3. Although these measures are not directly
comparable, they all provide scores from 0 to 1 where 0 represents no agree-
ment and 1 represents perfect agreement. Therefore, a comparison with IRA
ratings collected in related work is provided as well. We again stress, however,
that IRA ratings computed with different measures and collected on different
datasets not directly comparable and should be treated as a weak indication of
results at best.

We use bootstrapping to establish 95% confidence intervals [144] where pos-
sible. Annotation duration was extracted from screen capture logs. These logs
were only incidentally inspected otherwise, particularly in one case where an
annotator failed to recognize that scrolling down would reveal additional mes-
sages in UI2. The results from this participants were removed before analysis
yielding a total number of annotators of 26.

4.4 Results
Figure 4.4 shows the 95%-confidence intervals for IRA for all proposed UIs as
measured by Krippendorff’s α. The three user interfaces all produce a high IRA
with confidence intervals starting at 0.73 for UI2 with UI3 yielding the highest
IRA of 0.76. We find no significant differences in IRA and rating distribution
between UIs in a two-sample z-test.

We proceed by comparing these IRA values with IRA values in related
work. Table 4.1 displays IRA values, number of annotators and measures
(Krippendorff’s α or Cohen’s κ) used from this research and related work.
We strongly caution against making a direct comparison between these values,
since measures, numbers of annotators and datasets differ. Considering the
interpretation of these measures, though, this comparison does hint in the
direction that the introduced UIs provide high quality ratings.

1https://www.hotjar.com
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Figure 4.4: 95% Confidence Interval of the reliability scores

Table 4.1: Inter-rater agreement scores of the three UI’s and similar related work

UI1 UI2 UI3 [399] [7] [312]
IRA 0.74 0.73 0.76 <0.3 0.68 0.31

measure K’s α K’s α K’s α C’s κ C’s κ C’s κ
# annotators 9 9 8 2 2 2

All participants but one completed the questionnaire after evaluating all
conversations. Seven participants were explicitly positive and found that there
was little room for error. Four participants from the UI1 and one participant
from UI2 mentioned they had issues in understanding the concept of user sat-
isfaction clearly and consistently. Here, the distance between the values was
mentioned and lack of context was mentioned in particular. One participant
from UI3 suggested providing additional examples of satisfactory and unsatis-
factory conversations in the training. In general, all tools received feedback on
the duration of the task to be too long.

4.5 Discussion
In this work, we have presented three UI’s for gathering high quality annota-
tions for conversational data. We have gathered requirements from related
work and implemented these in an interface (UI1). We have implemented a
second interface that communicates the definition of “user satisfaction” to in-
vestigate their effect (UI2). A third interface visually separates the tasks of
reading the conversation and rating it (UI3). All interfaces yield high quality
annotations as measured by Inter-Rater Agreement (IRA) and received posit-
ive feedback from annotation participants in a questionnaire. These UIs are
suitable for the collection of user satisfaction estimates for conversations when
using third-party annotators.

In a comparison between UIs with and without a definition for ‘user sat-
isfaction’, we find that the inclusion of definitions does not significantly affect
annotation quality as measured by IRA. This is surprising, as the inclusion of
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clear definitions can be expected to reduce the ambiguity inherent in the task.
This does not mean that such definitions are not useful. Third-party annota-
tions may be gathered to complement ratings from users [367]. In such cases,
definitions may aid in ensuring that particular aspects that system designers
are dissatisfied with but are not reflected in user ratings are captured in the
third-party ratings.

We investigated whether a UI with cascading or a UI with separated ele-
ments for the reading and annotation tasks is to be preferred. A comparison
between IRA scores indicates that a separation may be beneficial, but we find
no significant effect. We hypothesize that the slight increase in IRA may be the
result of the annotator being able to switch between both tasks easily. It may
be necessary to reread parts of the conversation before providing an annota-
tion. Similarly, the user is reminded of the annotation task, which may direct
their reading. Similarly, the rater is able to provide an initial rating halfway
through the conversation and fine-tune it while reading on in UI3. However,
we also found that one user failed to recognize that scrolling was required to
read the entire conversation. This may become a more pressing problem as
conversations with systems become longer. Such cases can be avoided when
using a cascading interface. An alternative to ensuring that annotators view
the entire conversation is to disable rating input if parts of the conversation
have not been scrolled down to.

A possible limitation for this work is the domain that conversations were
taken from. This domain is easy to understand by annotators. Annotations
in other domains may yield lower IRA. However, this will be the case for any
UI to collect annotations. Quality of ratings in complex domains may benefit
from more training and/or more stringent filtering of participants. Therefore,
we recommend that future work carefully considers the effects of the earlier
discussed requirements for their specific case. In this work, we focused on the
collection of third-party annotations in general. We see the collection of third-
party annotations as a suitable proxy for user ratings as a suitable follow-up
from this work. Finally, we believe that minor improvements are possible, such
as allowing users to return the examples from training at any time. Future
work will have to address this as well.
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5
Strategic Workforce Planning with Deep

Reinforcement Learning

This chapter presents a simulation-optimization approach to strategic work-
force planning based on deep reinforcement learning. A domain expert ex-
presses the organization’s high-level, strategic workforce goals over the work-
force composition. A policy that optimizes these goals is then learned in a
simulation-optimization loop. Any suitable simulator can be used, and we de-
scribe how a simulator can be derived from historical data. The optimizer is
driven by deep reinforcement learning and directly optimizes for the high-level
strategic goals as a result. We compare the proposed approach with a linear
programming-based approach on two types of workforce goals. The first type
of goal, consisting of a target workforce, is relatively easy to optimize for but
hard to specify in practice and is called operational in this work. The second,
strategic, type of goal is a possibly non-linear combination of high-level work-
force metrics. These goals can easily be specified by domain experts but may be
hard to optimize for with existing approaches. The proposed approach performs
significantly better on the strategic goal while performing comparably on the
operational goal for both a synthetic and a real-world organization. Our novel
approach based on deep reinforcement learning and simulation-optimization
has a large potential for impact in the workforce planning domain. It dir-
ectly optimizes for an organization’s workforce goals that may be non-linear in
the workforce composition and composed of arbitrary workforce composition
metrics.

Based on [P6]:
Yannick Smit, Floris den Hengst, Sandjai Bhulai and Ehsan Mehdad
Strategic Workforce Planning with Deep Reinforcement Learning
International Conference on Machine Learning, Optimization, and Data
Science 2022
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5.1 Introduction
In order to achieve their strategic goals, organizations need to have the right
people in the right place at the right time. Strategic workforce planning (SWP)
is the business process in which the required actions to meet an organization’s
workforce needs are identified [11]. SWP has been recognized as an important
problem across sectors [31, 45, 66] and is expected to grow in importance with
knowledge and human capital becoming increasingly important drivers of eco-
nomic growth [300]. Workforce planning helps organizations with forecasting
their workforce needs given a range of possible business scenarios and includes
predicting the impact of various programs and policies on talent attraction and
retention, showing how the impact varies across different segments of the work-
force, modeling the impact of employee attrition and movements within the
organization, and quantifying the financial impact of workforce decisions [11].

SWP problems are challenging since they require a deep understanding of
the organization’s high-level strategic goals and constraints on the one hand
and technical knowledge to express these as an optimization problem on the
other. The problem formulation should correctly capture the organization’s
workforce goals and constraints into its objective, address the aforementioned
aspects of uncertainty, and be both actionable and computationally tractable.
As a result, achieving impact with SWP typically requires careful collaboration
between experts from the HR and analytics domains.

The SWP problem has attracted substantial interest from researchers as a
result. Historically, these have focused on relatively simple and specific set-
tings, e.g., problems of a relatively small scale [288], with a homogeneous
workforce [45, 324], and an objective function linear in the workforce com-
position [111, 131]. Recently, researchers have addressed some of these limita-
tions with more advanced techniques that explicitly include uncertainty of the
workforce dynamics [161], that include employee attributes, such as age, skill,
and position [31, 72], and that use a piece-wise linear objective [73]. Although
more general than previous methods, these still rely on problem specifics to cast
the organizations’ goals and constraints into a tractable optimization problem.
This limits their applicability and comes at a significant analysis and modeling
burden.

In this work, we propose a generic and widely applicable approach. In our
approach, a policy that optimizes a strategic workforce objective is derived with
deep reinforcement learning (DRL). Since DRL does not depend on the specifics
of the objective, it can be defined as a non-linear combination of high-level
workforce metrics. The optimal policy is determined with DRL in a simulation-
optimization loop. The optimization step in this loop does not depend on the
internals of the simulator, so that the approach can be applied to a wide range
of simulators. We also describe how a simulator can be estimated from data
on historical workforce compositions so that only the objective and a data set
are required as inputs. Additionally, our approach is capable of handling large
problems and fine-grained decision-making as a result of the usage of neural
networks in estimating the optimal policy. Our approach improves the usability,
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granularity, and quality of SWP decision support.

5.1.1 Related Work
The application of different simulation paradigms in finding the optimal work-
force planning decisions is very popular; see [22, 167, 171] and also see [11] for
a discussion of simulation in workforce planning in industry. The adoption of
deep reinforcement learning for simulation-optimization has recently become
popular in academia and industry; see [145], Pathmind and project Bonsai by
Microsoft. To the best of our knowledge, however, no studies have proposed to
address SWP with DRL, which brings various benefits to this domain: it does
not require any specific domain knowledge, scales well to large problems, and
makes no assumptions on, e.g., linearity of the objective function.

This work is organized as follows. We first introduce SWP as an optim-
ization problem, including the modeling of the workforce dynamic and the
formulation of optimization objectives. We then introduce the simulation-
optimization loop and detail the DRL optimizer. We describe the experimental
setup and results, which show that our approach finds suitable policies for high-
level objectives for both a synthetic and real-life organization. We conclude that
our approach enables direct optimization of strategic workforce goals.

5.2 Strategic Workforce Planning as Optimiza-
tion

In this section, we present a quantitative framework for SWP. We first detail
a descriptive model of the workforce. This model factors the total workforce
into groups of individuals with similar attributes of interest called cohorts.
Attributes, such as productivity, skills, and manager status, can be included
based on the goals and constraints of the organization. We then detail how the
dynamics are modeled. Finally, we describe how strategic workforce goals and
constraints can be formulated as optimization objectives.

5.2.1 Cohort Model
We define employee attributes as a set of variables Y = (Y1, . . . , Ym) so that
each employee with attributes (Y1 = y1, . . . , Ym = ym) can be described by
values (y1, . . . , ym) and all employees with the same values can be grouped into
the same cohort Ci ∈ C = {C1, . . . , Cn}. The number of cohorts n depends on
the number of attributes m and the cardinalities |Yi| of these attributes, i.e.,
n = |C| =

∏m
i=1 |Yi|. Note that n grows as a combination of attributes, so that

more fine-grained modeling results in a larger number of cohorts quickly.
We now turn to a model of the evolution of a workforce over time. Specific-

ally, we consider discrete time steps of an arbitrary fixed length (e.g., monthly,
quarterly, or yearly) 0 < t ≤ T for some finite horizon T < ∞. At each time
point t, the number of employees for a particular cohort Ci is defined as a
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random variable (r.v.) Xi,t ∈ N≥0 and the total workforce as a combination of
all cohorts Xt =

(
X(1,t), . . . , X(n,t)

)
∈ Nn

≥0. The dynamics of these so-called
headcounts can now be modeled as a Markov chain. Its state space consists of
all possible headcount compositions. We assume a scalar Xmax < ∞ for the
maximum number of employees per cohort and define the state space of the
Markov chain S = {s ∈ Nn

≥0|s ≤ (Xmax)n}.
For any organization and for any time step, we know that an individual can

either (i) leave the organization organically due to, e.g., retirement, voluntarily
leaving etc. (ii) leave the organization as a result of a management decision,
(iii) move from one cohort to another cohort organically, (iv) be moved from
one cohort to another cohort by the organization and (v) enter the organization.
With this knowledge, the transition function can be factorized into components,
so that for every t:

Xt+1 = Xt −Ot − Lt + 1nMt − 1nM ′
t + 1nNt − 1nN ′

t +Ht, (5.1)

where 1n is an n-dimensional vector of ones and (i) Ot an n-dimensional r.v.
representing organic leavers per cohort, (ii) Lt an n-dimensional r.v. represent-
ing organization-initiated leavers, (iii) Mt an n×n random matrix of employees
moving between cohorts organically, (iv) Nt an n× n random matrix of moves
between cohorts initiated by the organization, and (v) Ht an n-dimensional r.v.
of new hires. This model describes how the workforce changes over time and it
allows to easily formalize strategic workforce goals as optimization objectives
as described in the next section.

5.2.2 Optimizing the Cohort Model
In this section, we cast the SWP problem as an optimization problem. The
first step is to identify the actions available to the organization. We assume
that these are direct and indirect controls on the Markov chain in Equation 5.1.
In general, the transitions Lt, Nt, and Ht are controlled by the organization
directly. Additional controls may be in place to affect the other r.v.’s indirectly.
For example, an employee retention plan can be included to affect the attrition
Ot. The cohort model supports both direct and indirect controls, and these
can be included based on the organization’s needs.

The organization should take those actions that result in the most suitable
workforce at every time step. We here formalize the organization’s actions as
some set A and a particular action at time t as At ∈ A and refer the reader
to Section 5.4 for examples. We assume that each workforce composition Xt

and At can be assigned a numerical value corresponding to the particular SWP
goal of the organization with some function r : S × A → R. The objective,
now, is to maximize this value over time by sampling appropriate states and
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actions in the system in Equation 5.1 until some horizon T :

A∗ = arg max
A0,...,AT

E

[
T∑

t=0
r(Xt+1, At)

]
s.t. Xt+1 = Xt −Ot − Lt + 1nMt − 1nM ′

t + 1nNt − 1nN ′
t +Ht,

and Ot, Lt,Mt, Nt, Ht dependent on At

for t = 0, . . . , T, and a given X0.

(5.2)

Having defined the general optimization objective, we now turn to examples
of suitable reward functions. A reward function should reflect the strategic
workforce goals of the organization accurately. Because of the strategic nature
of SWP, a goal is usually composed of multiple terms. General terms such as
headcount and budget, SWP-specific terms such as average span of control1,
job level2 and manager status, and finally, organization-specific metrics such
as productivity, skills, and diversity may all be included.

Strategic Workforce Goals

The example strategic workforce goal is composed of three components, here
presented by decreasing importance. The primary component consists of
bounds for headcounts for each cohort. The second component contains a
target average span of control across the organization. In general, such a tar-
get span of control is attained by multiple workforce compositions. The third
component, therefore, specifies that minimal salary costs are preferred. We
formalize this strategic goal by formalizing each component and then combin-
ing the components in an overall objective.

To formalize the objective based on headcount bounds, we penalize cohorts
that are out of bounds:

rb(Xt) := −
n∑

i=1
1{Xi,t /∈[ℓi,ui]}, (5.3)

where ℓ, u ∈ Nn
≥0 are lower and upper bounds for all n cohorts. Next, we

define a component for achieving the target span of control. It is similar to the
objective for target headcounts in Equation (5.9):

rsoc(Xt) := exp
(
−αsoc (soc(Xt)−Gsoc)2

G2
soc

)
, (5.4)

where Gsoc > 0 is a target average span of control, αsoc > 0 a precision para-
meter, and soc(Xt) a function that returns the average span of control for
Xt:

soc(Xt) :=
X(n/2+1,t) + · · ·+X(n,t)

X(1,t) + · · ·+X(n/2,t)
. (5.5)

1The average number of direct reports of managers in the organization.
2A metric to express responsibilities and expectations of a role in the organization, usually

associated with compensation in some way.
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The third and final component can be formalized based on a function sal(Xt)
that returns the estimated total salary cost for a workforce Xt. This final
component has the lowest priority. Therefore, we only assign a positive value
based on salary if the span of control component is sufficient, as expressed by
a lower bound ℓsoc ∈ [0, 1]:

rsal(Xt) :=
{
r′

sal(Xt), if rsoc(Xt) > ℓsoc,

0, otherwise,
(5.6)

for a salary normalized to [0, 1] based on the cohort bounds ℓ, u:

r′
sal(Xt) := clip

(
sal(Xt) + sal(ℓ)
sal(ℓ)− sal(u) , 0, 1

)
. (5.7)

The strategic objective is composed of the sub goals in Equations (5.3)-(5.6).
We combine the components to reflect all sub goals states earlier:

rs(Xt) := rb(Xt) + rsoc(Xt) + rsal(Xt). (5.8)

The simulation-optimization approach proposed in this work targets the dir-
ect optimization of objectives that reflect an organization’s strategic workforce
goals and that may be non-linear and composed of arbitrary workforce metrics.

Operational Workforce Goals

Another type of workforce goal is to meet a particular known demand for
employees in each cohort. This type of goal is relatively easy to optimize for
but hard to specify in practice. For this goal, a reward can be assigned based on
a distance between the current workforce Xt and the known target composition
X∗ = (X∗

1 , . . . , X
∗
n) for all n cohorts. To ensure that the cohorts contribute

uniformly to this reward, headcounts need to be scaled to [0, 1]. Now, the
following rewards an observed headcount Xi,t for a single cohort i based on its
target X∗

i :

rc(Xi,t) :=

exp
(

−α(Xi,t−X∗
i )2

(X∗
i )2

)
, if X∗

i > 0,

exp
(
−αX2

i,t

)
, if X∗

i = 0,
(5.9)

where the so-called precision parameter α > 0 specifies how strictly to penal-
ize sub-optimal headcounts. A simple operational reward averages over all n
cohorts:

ro(Xt) := 1
n

n∑
i=1

rc(Xi,t), (5.10)

These operational workforce goals are generally easy to optimize for using es-
tablished optimization techniques since they can be cast as linear optimization
problems. However, defining the required headcounts for all cohorts to meet
high-level workforce goals is very hard in practice.
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Figure 5.1: Overview of the simulation-optimization approach. A user specifies the
organization’s strategic workforce goal. A black-box workforce simulator is then used
to find a policy that directly optimizes for the goal with DRL. This policy helps the
user making informed workforce decisions.

5.3 Simulation-Optimization with Deep Rein-
forcement Learning

We propose a simulation-optimization loop for solving SWP problems. Fig-
ure 5.1 contains a visualization of this loop. First, the user specifies the stra-
tegic workforce goals of the organization as a reward function to maximize.
This function may be any arbitrary, e.g., a non-linear function defined over a
cohort representation of the workforce. Next, a policy is learned by a DRL
agent by interacting with a simulator. This simulator can be any suitable
black-box simulator that outputs a cohort representation of the workforce and
can take into account the decisions made by the agent. By using DRL for
optimization, the strategic goals are optimized for directly, and, hence, the res-
ulting policy informs the user in taking the right workforce decisions for their
strategic workforce goals. If historical data of the workforce is available, then
this simulator can be learned from data as described in Section 5.3.2.

5.3.1 Deep Reinforcement Learning for Workforce Plan-
ning

Formally, we cast the SWP problem as a Markov decision process (MDP)
⟨S,A,P, r, γ⟩, where S is a state space, A an action space, P : S×A×S → [0, 1]
a transition function, r : S×A → R a reward function, and γ ∈ (0, 1] a discount
factor to balance immediate and future rewards. The decisions of the agent are
defined by its policy πθ : S×A → [0, 1], which depends on a parameter vector θ
which can, e.g., be a neural network. The goal of the agent is to maximize the
expected discounted return J(θ) := Eπθ

[∑T −1
t=0 γtrt+1

]
, which can be done by

tuning parameters θ with an algorithm that alternates simulating experience
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in the environment and optimizing the policy. Here rt+1 = r(st, at) and Eπθ

indicates that st+1 ∼ P(·, at, st) and at ∼ πθ(·|st).
In the proposed framework, the state space of the MDP is equal to the state

space of the Markov chain over headcounts, i.e., S = {s ∈ Nn
≥0|s ≤ (Xmax)n}.

The optimization algorithm uses a neural network to evaluate the value of each
state. To help the convergence of the network and significantly reduce training
time, the inputs to the network are normalized. Hence, we implement the
state space of the MDP as a continuous space Ŝ = [0, 1]n, where states are
defined as st =

(
X1,t

Xmax
1

, . . . ,
Xn,t

Xmax
n

)
for training. The action space is given by

the controls over the workforce as described in Section 5.2, for example, a multi-
discrete set of numbers of employees that enter or leave the organization for
each cohort. For the purposes of optimization, the dynamic model P is assumed
to be unknown so that any suitable simulator can be used. The reward function
is defined by an end user based on the organization’s strategic workforce goals.
It can be composed of arbitrary and non-linear workforce metrics of interest to
the organization, see Section 5.2.2 for details and examples.

In the optimization step a policy is updated to optimize the given object-
ive. This update is performed by approximate gradient ascent on θ, i.e., it-
eratively update θk+1 = θk + η∇̂θJ(θ). The gradient ∇θJ(θ) is estimated by
Êt

[
∇θ log πθ(at|st)Ât

]
, where Êt denotes an empirical estimate over a batch of

samples collected over time and Ât is an estimator of the advantage function.
While our approach is generic to various optimization algorithms, we propose
to use Proximal Policy Optimization (PPO) as it has shown to be suitable in
high-dimensional settings with non-linear rewards [313].

5.3.2 Simulating the Workforce
This section details how the dynamics of a cohort model from Section 5.2.1 can
be estimated from data. Estimation is necessary for two reasons. Firstly, the
dynamics may simply not be available to the organization. Secondly, it may
be problematic to fully elaborate the dynamics up-front due to the complexity
of the problem. Specifically, the size of the state space of the cohort model
Markov chain grows exponentially in the number of cohorts. As a result, it
becomes infeasible to analytically define it fully for reasonably large organiza-
tions.3 Hence, we estimate the dynamics from data with simplifications that
apply to the cohort model.

In many cases, Equation (5.1) can be simplified by assuming limited control
of the workforce by management. For example, if we only model management-
controlled hires and leavers, Nt becomes equal to the zero matrix and At :=
Ht − Lt for the combined movement of hires and leavers by the organization.
The part of the transition function that is out of management control is now
given by Xt+1 = Xt − Ot + 1Mt − 1M ′

t . Note that the diagonal entries of
3For a model with n = 30 cohorts and Xmax = 100 maximum employees per cohort, the

number of transitions in the Markov chain is |S × S| =
∏n

i=1(Smax + 1)2 ≈ 10120.
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Mt can be chosen arbitrary, since (Mt −M ′
t)i,i = 0 for all i = 1, . . . , n. By

realizing that the numbers of employees that remain in cohort i is equal to
the headcount of cohort i minus the number of employees that move to any
other cohort or organically leave the organization, we may set Mi,i,t = Xi,t −∑n

j=1,j ̸=i M
′
i,j,t − Oi,t, or Xt = 1M ′

t + Ot. It follows that we can then simply
write Xt+1 = 1Mt for the stochastic dynamics of the cohort model in general.

We observe that all employees within a certain cohort are indistinguishable
for the purposes of SWP. Hence, approximation of the dynamics of Equa-
tion (5.1) at cohort level is sufficient for the purposes of this work. We, there-
fore, model the movement of employees between cohorts based on the attrib-
utes that describe the cohorts. We define the transition probability matrix
P (t) ∈ [0, 1]n×n by letting pi,j(t) be the probability that an employee moves
from cohort i at time t to cohort j at time t+ 1. We additionally assume time-
homogeneous transition probabilities, i.e., P (t) ≡ P . Under these assumptions,
the rows of the random matrix Mt follow a multinomial distribution, i.e., for
i = 1, . . . , n, (Mi,1,t, . . . ,Mi,n,t) ∼ Mult (Xi,t, Pi), where Pi denotes the i-th
row of P .

The transition probability matrix P can be estimated from data that takes
record of the cohorts of individual employees over a time period t = 1, . . . , T .
Let mi,j,t denote the number of employees that are in cohort i at time t − 1
and in cohort j at time t. Then the maximum likelihood estimator of pi,j is

p̂i,j =
∑T

t=1 mi,j,t∑T
t=1 Xi,t

. (5.11)

For any time step t and action At, the dynamics of the workforce over
time can now be simulated by sampling the movement matrix Mt from the
multinomial distribution described above and computing

Xt+1 = 1nMt +At. (5.12)

5.4 Experimental Setup
This section details the experimental setup, which was designed to answer the
following research questions:

1. How does the proposed simulation-optimization approach perform,

(a) on an operational workforce objective?
(b) on a strategic workforce objective?
(c) for a varying employee mobility?

2. Are firing constraints best implemented with a masked policy or an up-
dated objective (penalty for illegal fires)?
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We compare the results on a baseline based on linear programming (LP) pro-
posed recently [72]. We evaluate these approaches in two cases. The first is
a synthetic organization, and the second is a real-life use case from an inter-
national bank to validate the results in practice. We first describe the overall
setup, then the baseline, detail the organizations, and include implementation
details.4

To investigate research question 1a and 1b, we train a reinforcement learn-
ing agent for both the operational and strategic tasks in Equation (5.9) and
Equation (5.8). We evaluate both the trained agent and the heuristic baseline
described in Section 5.4.1 and compare the performance based on the average
reward metric, in the manner as described in Section 5.4.2.

5.4.1 Baseline
We devise a baseline based on linear programming to compare the performance
of the proposed simulation-optimization approach. This baseline was proposed
in [72] and makes a number of additional assumptions that allow for efficient
solving of the SWP problem. We describe this baseline in detail in this section.

Due to the size of the state space of the Markov chain that describes the
workforce dynamics, this stochastic model cannot be used directly with a lin-
ear solver. Therefore, we consider a deterministic approximation of Equa-
tion (5.12), by replacing the random variables involved with their expectation.
This operation, known as mean-field approximation, is justified for large-scale
organizations as a result of the functional law of large numbers; see, e.g., [72].
For Equation (5.12) we obtain

Xt+1 ≈ E [1Mt +At] = XtP·,i +At, (5.13)

where P·,i denotes the i-th column of the transition probability matrix P .
Additionally, we optimize for one time step at a time instead of the whole
trajectory t = 0, . . . , T . This is reasonable when the rewards do not depend
on time and are given at each time step. In that case, there are no situations
where it is required to sacrifice short-term gains for long-term profit.

Consider the target level reward defined in Equation (5.9) and assume for
simplicity that X∗

i > 0 for all i = 1, . . . , n. Under the aforementioned assump-
tions, this version of the SWP problem is given by: find

A∗
t = arg max

At

1
n

n∑
i=1

exp
(
−α(Xi,t+1 −X∗

i )2

(X∗
i )2

)
, (5.14)

such that Xi,t+1 =
∑n

j=1 pjiXj,t + Ai,t for t = 1, . . . , T . Substituting the
latter expression in the former, and by noting that each term of the sum is
maximized when the term in the exponential is equal to zero, we see that
A∗

i,t = X∗
i −

∑n
j=1 pjiXj,t. The optimal continuous actions are then mapped

4Code and data for hypothetical use case available at https://github.com/ysmit933/
swp-with-drl-release. Real-life use case data will be made available upon request.
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to the discrete set of possible hiring options A = A1 × · · · × An. Hence, the
decision rule becomes

A∗
i,t = ΠAi

X∗
i −

n∑
j=1

pjiXj,t

 , (5.15)

where ΠAi
(a) := arg mina′∈Ai

|a− a′|.
To develop a heuristic for the combined reward function, we make the same

assumptions as for the target level heuristic. We then consider the state that
yields the highest immediate reward, given by X∗ = arg maxx∈S r(x). We
use this as a target level to aim for by applying the target level heuristic
Equation (5.15).

5.4.2 Training Setup
The reinforcement learning agent is trained for a maximum number of training
steps Tmax specified by the user. At the start of each episode, a random starting
state in the neighborhood of X0 is generated to ensure sufficient exploration of
all relevant parts of the state space. This is done by uniformly sampling a state
from the interval [(1− β)Xi(0)/Xmax

i , (1 + β)Xi, 0/Xmax
i ], where β ∈ [0, 1]

determines the random spread across the state space. The episode ends after
T time steps, at which point the environment resets to a new random starting
state. After each T eval number of time steps, the agent is evaluated on an
evaluation environment, which is identical to the training environment except
for a deterministic start at X0 and the best performing agent is stored.

When the training process has terminated, we test the trained model
on the evaluation environment with a fixed starting state (as a default
for 1,000 episodes) and collect several metrics to assess the quality of
the model. In particular, during an episode of T time steps, we collect
the average reward 1

T

∑T
t=1 r(Xt) and the number of constraint violations∑T

t=1
∑n

i=1 1{Ai(t) is illegal}.

5.4.3 Hypothetical Organization
For the hypothetical organization, we consider a model with four cohorts,
labeled by M1, M2, C1, and C2 (two cohorts of managers and two cohorts
of contributors). We suppose the probability transition matrix is given by

P =


0.98 0 0 0
0.01 0.93 0 0

0 0.04 0.92 0.005
0 0.01 0.01 0.96

 ,

and we let X0 = (20, 50, 100, 300) be the starting state. The hiring options are
set to A1 = {−2,−1, 0, 1, 2}, A2 = {−5,−1, 0, 1, 5}, A3 = {−10,−2, 0, 2, 10},
and A4 = {−25,−5, 0, 5, 25}. The maximum cohort sizes are Xmax = 2X0, the
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random starting state percentage is β = 0.25, the time horizon is T = 60, and
the salary costs are set to Csal = (10000, 6000, 4000, 2000). The target level
objective is X∗ = X0 (and remain at the same levels as the starting state),
with a default precision of α = 10. The combined reward parameters are given
by ℓ = 0.75X0, u = 1.25X0, Gsoc = 7, ℓsoc = 0.9.

On top of the transitions introduced before, we vary the employee mobility
in order to answer research question 1c. In order to answer this question, we
evaluate the approach on transition matrices

Pℓ =


1− ℓ 0 0 0
ℓ/2 1− ℓ 0 0
0 ℓ/2 1− ℓ 0
0 0 ℓ/2 1− ℓ

 ,

for mobility rates ℓ ∈ {0, 0.01, . . . , 0.1}. For each of these environments, and
for both the operational and strategic tasks, a reinforcement learning agent is
trained and evaluated. Next, its performance, based on the average reward
obtained, is compared to the heuristic baseline.

5.4.4 Real-life use case
To investigate the performance of our solution method on a real-life use case, we
use the following model based on actual headcounts in one particular depart-
ment of the Bank. The 14,105 employees of this segment of the organization
are divided into cohorts based on manager status (manager or contributor) and
based on five distinct job levels, resulting in a cohort model consisting of n = 10
cohorts. We label the cohorts as Manager-1, . . ., Manager-5, Contributor-1, . . .,
Contributor-5. The transition probabilities between these cohorts are estim-
ated based on monthly employee data for a period of 48 months. For both
tasks, starting state X0 is set to the workforce at the beginning of the period
and target state X∗ to the workforce at the end of the period for the operational
goal.

For the strategic goal, we use cohort bounds ℓi = 0.75Xi(0) and ui =
1.25Xi(0), and the goal for span of control is Gsoc = 7, with ℓsoc = 0.9. Costs
associated with salary and management initiated hires and leavers were set
in collaboration with an expert in the organization. The hiring options were
chosen based on the cohort sizes and include the option to hire or fire zero,
a few, many, or a moderate number of employees. The maximum number of
employees that could be hired or fired was roughly ten percent of the starting
cohort size. For example, the hiring options for cohort Manager-1 were given
by the set A1 = {−25,−5,−1, 0, 1, 5, 25}.

To investigate research question 2, we implement three methods to constrain
the choices for management-initiated leavers. The first method is a masked
policy, for which the illegal actions are removed from the action space by set-
ting the corresponding action probabilities to zero. For the second method, the
agent receives a large negative reward for selecting an illegal action. Finally,
we constrain the agent to hires only, i.e. in which all leaving employees do so
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Figure 5.2: Normalized cumulative training rewards.

Table 5.1: Average normalized cumulative rewards and 95% confidence interval for
both tasks on both organizations. Bold denotes significant best per task (p = 0.99).

Synthetic Real-life
Operational Strategic Operational Strategic

LP 0.98± 0.030 0.41± 0.374 0.99± 0.010 0.12± 0.106
SO (ours) 0.94± 0.033 0.83± 0.213 0.92± 0.015 0.98± 0.026

organically. We then train reinforcement learning agents for both the opera-
tional and strategic tasks and compare the performance of the unconstrained
agent, the masked agent, the penalty-receiving agent, the no-fire agent, and
the baseline heuristic.

5.5 Results
In this section, we look at all results associated with research questions 1a-
2 presented in the previous section. We first look at the convergence of the
proposed approach in Figure 5.2 and find that the proposed SO approach con-
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Figure 5.3: Normalized cumulative rewards for varying mobility rates.
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Table 5.2: Average normalized cumulative rewards and constraint violations (%
of total decisions), with 95% confidence intervals. Bold denotes significant best
(p = 0.99). LP=linear programming, U=unconstrained, M=masked, P=penalty and
OH=only hires.

Operational Strategic
Reward # Violations (%) Reward # Violations (%)

LP 0.99± 0.010 16.83± 3.05 0.12± 0.106 13.84± 2.96
U 0.92± 0.015 6.94± 1.56 0.98± 0.026 21.72± 4.39
M 0.74± 0.030 0.00± 0.00 0.75± 0.135 0.00± 0.00
P 0.87± 0.046 0.34± 0.07 0.74± 0.060 0.00± 0.00
OH 0.79± 0.041 0.00± 0.00 0.94± 0.061 0.00± 0.00

verges quickly. Next, we compare the resulting policies with an LP baseline
on a test set. Table 5.1 shows that the proposed approach performs close to
the optimum of the LP baseline on the operational objective and significantly
outperforms the baseline on the strategic objective. We move on to research
question 1c by looking at the effect of increasing the employee mobility in Fig-
ure 5.3. It shows that the the proposed SO approach is robust against a wide
range of mobility levels and that its benefits increase with increasing workforce
mobility. The proposed approach shows to be more robust to the stochastic
nature of SWP for this nonlinear optimization objective than the LP baseline.

Finally, we compare our approach in a setting with constraints on the organ-
ization’s control of leavers in Tables 5.2. Here, we find that we can effectively
take the organization’s constraints into account using either masking, with a
negative reward (penalty) or by only including hires in the action space. Out
of these, the ‘only hires’ variant yields the best results with respect to reward
and constraint adherence, with rewards close to its unconstrained counterparts
without any constraint violations.

5.6 Discussion
In this work, we have presented a simulation-optimization approach to strategic
workforce planning. The approach optimizes workforce decisions with DRL by
interacting with a simulator. Any suitable simulator can be used because the
optimization step does not depend on its internals. We propose to use a Markov
chain simulator learned from historical data. By doing so, the full loop only
requires a data set of historical workforce compositions and the organization’s
objective as inputs. These objectives may be composed of arbitrary workforce
metrics of interest that may be non-linear in the workforce composition. The
approach optimizes these objectives directly, so that the resulting policy can
easily be used to ensure a high impact of the SWP efforts.

We have evaluated the proposed approach on a synthetic and a real-world
organization and found that it converges quickly. More so, we compared the
quality of the obtained policy to a baseline from the literature. In this com-
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parison, we first targeted an objective composed of workforce metrics. Such
objectives are easy to define and accurately reflect the organization’s strategic
goals. We found that our approach significantly outperforms the baseline on
this strategic objective and that the difference grows as mobility of the work-
force increases. We secondly targeted an operational goal, in which the optimal
workforce composition is known up-front. Such goals are easy to optimize
for with established optimization approaches but hard to define in practice.
Our approach performed close to the baseline in this setting. We additionally
showed how the approach can take into account realistic constraints by limit-
ing the ability of the organization to control leavers in the organization and
found that removing the ability to do so has a very limited impact on overall
performance.

We have shown that the proposed simulation-optimization approach is suit-
able for SWP. Additionally, it opens up various avenues for future work. Firstly,
the approach is capable of optimizing for strategic objectives composed of ar-
bitrary workforce metrics. It would be interesting to extend the approach with
multi-objective reinforcement learning in order to compute a set of Pareto op-
timal policies [299]. This will increase the organization’s understanding of the
trade-offs involved and allow them to fine-tune their strategy. Secondly, the
approach currently finds a policy that is optimal on average. While this is
suitable for many use-cases, there may be some organizations that prefer a
probabilistic guarantee on the minimum number of employees to, e.g., meet
service level agreements. Here, risk-sensitive DRL can be employed instead of
regular DRL [95]. Additionally, organizational constraints can be formalized
and used within approaches that guarantee safety of the resulting policy (see
Chapter 7). We believe that, with the proposed approach, these challenging
and interesting research directions that will further increase the impact of SWP
have become feasible in practice.
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6
Guideline-informed reinforcement learning for

mechanical ventilation in critical care

Reinforcement Learning (RL) has recently found many applications in the
healthcare domain thanks to its natural fit to clinical decision-making and
ability to learn optimal decisions from observational data. A key challenge in
adopting RL-based solution in clinical practice, however, is the inclusion of
existing knowledge in learning a suitable solution. Existing knowledge from
e.g. medical guidelines may improve the safety of solutions, produce a better
balance between short- and long-term outcomes for patients and increase trust
and adoption by clinicians. We present a framework for including knowledge
available from medical guidelines in RL. The framework includes components
for enforcing safety constraints and an approach that alters the learning signal
to better balance short- and long-term outcomes based on these guidelines. We
evaluate the framework by extending an existing RL-based mechanical ventil-
ation (MV) approach with clinically established ventilation guidelines. Results
from off-policy policy evaluation indicate that our approach has the potential
to decrease 90-day mortality while ensuring lung protective ventilation. This
framework provides an important stepping stone towards implementations of
RL in clinical practice and opens up several avenues for further research.

Based on [P2]:
Floris den Hengst, Martijn Otten, Paul Elbers, Frank van Harmelen, Vincent
François-Lavet and Mark Hoogendoorn
Guideline-informed reinforcement learning for mechanical
ventilation in critical care
submitted to Artificial Intelligence in Medicine
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6.1 Introduction
Reinforcement learning (RL) is a promising technique to improve decision-
making in healthcare because it incorporates uncertainty into its sequential
decision-making and learns from observational data. As a result, various RL
solutions to inform or even automate clinical decision-making have recently
been proposed [P4, 181, 266, 298]. Several challenges related to performance
and safety, however, remain for putting RL into clinical practice, including
the alignment of learned solutions with existing knowledge, balancing long-
term and short-term objectives and avoiding negative long-term side-effects of
aggressive treatment.

We set out to develop an approach that combines RL with a knowledge-
driven approach to obtain a hybrid solution that benefits from the best of both
worlds [372]. We propose to use existing knowledge available in treatment
guidelines in order to strike the right balance between model richness and
modeling effort while remaining sufficiently general to apply it to a wide range
of guidelines.

We propose a framework for finding effective and guideline-compliant treat-
ment policies by incorporating treatment guidelines into RL. The guidelines are
encoded into logical constraints of two kinds. The first kind of constraint limits
the available decisions whereas the second kind informs the learner of desirable
properties of the patient condition via an additional reward function.

We evaluate our approach in a case study on mechanical ventilation (MV)
optimization using the MIMIC-III database. In this case study, we extend
an existing MV modeling approach by including a protective lung ventilation
guideline designed to decrease the risk of lung injury caused by MV. We com-
pare results obtained by clinicians in the dataset with a learned policies and
include versions that copy clinicians decisions with Imitation Learning (IL),
minimizes 90-day mortality with Q-Learning (QL) and include guidelines. We
report results in terms of compliance to the guideline and expected 90-day
mortality using multiple strategies for off-policy policy evaluation.

We find that the proposed framework produces policies that fully comply
with the guideline while performing significantly better than or comparable
to the clinicians in terms of mortality, depending on the selected evaluation.
In a comparison between policies trained with and without knowledge of the
patient condition, we find no particular benefits of these constraints. In an
analysis of the differences in decision-making between clinicians and learned
solutions, we find that the learned solutions select more varied actions than the
clinicians. In a comparison between a guideline-compliant and a non-compliant
solution, we find that the compliant solution chooses settings that are close to
the noncompliant solution while avoiding extreme settings.

The proposed framework can be used to infer policies from both data and
medical guidelines and assess their performance. These policies adhere to a
guideline and may therefore be more trusted by clinicians. Furthermore, com-
parisons between guideline-compliant policies with their non-compliant coun-
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terparts can shed light on the effectivenes of particular guideline statements.
By combining data-driven and knowledge-driven approaches, this framework
comprises an important step in closing the gap between research and practice
for RL in clinical settings.

6.2 Background
RL is a framework for problems in which a sequence of decisions is to be made
in an environment in order to maximize a total amount of collected reward
[338]. In the medical setting, the decisions can be treatment decisions, the
environment can be the patient’s condition and the collected reward can be
treatment effectiveness expressed as e.g. 90-day mortality. In this section, we
introduce the basic notation and setting we use for RL, discuss how RL can
be used to obtain policies for decision-making and how these policies can be
evaluated with observational data approach called off-policy policy evaluation
(OPE).

6.2.1 MDPs and Q-learning
The sequential decision-making problems addressed within the RL framework
are formally known as Markov decision problems (MDPs). An MDP is defined
as a tuple (S,A, T,R, γ) where S a set of environment states, A a set of agent
actions, T : S × A → P(S) a probabilistic transition function, R : S × A →
[Rmin, Rmax] a reward function with Rmin, Rmax ∈ R and γ ∈ [0, 1) a discount
factor to balance immediate and future rewards. At each time step t, the agent
observes the environment state (patient condition)1 st ∈ S, performs some
action at ∼ π ∈ Π : S → P(A) and collects rewards rt ∼ R(st, at).

For an expectation Eπ of the sum of discounted future rewards for a given
policy π, values V and Q can be assigned to a state s or state-action tuple
(s, a) for that π:

Vπ(s) = Eπ

[
T =∞∑
k=t

γk−trk|st = s

]
(6.1)

Qπ(s, a) = Eπ

[
T =∞∑
k=t

γk−trk|st = s, at = a

]
. (6.2)

An optimal policy π∗ selects actions in such a way that the highest possible
discounted sum of future rewards

∑∞
k=t γ

k−trk is obtained for very state s ∈ S.
The optimal policy can be by estimating values Q̂π∗ for the optimal policy and
then selecting the action according to these values deterministically:

π(a|s) = argmaxa∈AQ̂(s, a) (6.3)
1in some cases, such as within the POMDP framework, the state is composed of a history

of observations, actions and rewards
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or stochastically with e.g. Boltzmann action selection:

π(a|s) = eQ̂(s,a)/T∑
a′∈A e

Q̂(s,a′)/T
(6.4)

where temperature T ∈ R≥0 controls the entropy of the policy [383, 384].
Q-learning is an iterative approach to obtaining estimates Q̂, in which these
values are initialized arbitrarily and then updated according to the update rule
for given a dataset D of observed state-action-reward-subsequent state tuples
(s, a, r, s′)

Q̂(s, a)← Q̂(s, a) + α
[
r + γmaxa′∈AQ̂(s′, a′)− Q̂(s, a)

]
. (6.5)

6.2.2 Off-policy evaluation
Assessing the performance of some sequential decision-making policy on an ob-
servational dataset is known as OPE. OPE can be challenging in practice be-
cause the data used in the evaluation is generated with a behavior policy that
is different from the policy subject to evaluation. Formally, OPE boils down to
estimating the value for an evaluation policy Vπe

given a dataset of n trajector-
ies D =

{
tr(i)}n

i=1 generated by a distinct behavior policy πb and trajectories of
states, actions and rewards tr = (s0, a0, r0, . . . , sT −1, aT −1, rT −1, sT ). Various
classes of approaches exist to tackle the OPE problem. We here discuss three
classes of OPE that are the de-facto standard for RL in healthcare [376]. In
general, only evaluation policies with some support in the behavior policy can
be evaluated, i.e. πb(a|s) = 0 =⇒ πe(a|s) = 0 has to hold.

Per-Horizon Weighted Importance Sampling

Importance Sampling (IS) is a popular class of OPE approaches in which
observed returns in historical data are weighted to adjust for differences in
πb and πe with so-called importance weights for each trajectory tr ∈ D:
ρtr

t =
∏t

i=1
πe(atr

i |str
i )

πb(atr
i

|str
i

) . In an episodic setting with varying trajectory lengths,
these weights can be normalized to account for varying trajectory lengths to
obtain the so-called per-horizon weighted importance sampling (PHWIS)[84].
The state-value estimator for PHWIS is defined as follows for the set of all
trajectory lengths L and their relative occurrence Wl∈L = |{tri|Ti=l}∈D|

n in the
dataset D used for evaluation:

V̂ PHWIS
πe

(D) =
∑
l∈L

Wl

∑
{tri|Ti=l}

Ti−1∑
t=0

ρ
(i)
t∑

{tri|Ti=l} ρ
(i)
t

γt r
(i)
t . (6.6)

IS methods in general, and PHWIS specifically, are consistent estimators and
have low bias and high variance in a comparison to other estimators.
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A Diagnostic for Importance Sampling

If the evaluation policy is in low agreement with the behavior policy, the im-
portance weights for a large number of trajectories will be close to 0 and the
importance weights for a small number of trajectories will be very large. As a
result, the return of a small number of trajectories dominates the estimate V̂πe

.
Confidence in estimates obtained with importance sampling should therefore
not only include the total number of samples, but also their weights [130]. A
diagnostic known as the effective sample size (ESS) can be used for this purpose
[183]:

ESS = 1.0∑n
i

(
ρi

Ti
/
∑n

j ρ
j
Tj

)2 (6.7)

where ρi
Ti
, ρj

Tj
importance weights for trajectories i, j of length Ti, Tj and n

the size of dataset D as defined earlier. An ESS close to n indicates that all
trajectories are weighted almost equally while an ESS close to one that most
trajectories are weighted close to zero and that a single trajectory has nonzero
weight. The latter case can be seen as one in which a single trajectory has an
out-sized influence on the estimated performance of πe. The ESS is (close to)
zero if all importance weights ρtr

t are (close to) zero, i.e. if all trajectories in D
have (near-)zero probability of being generated by πe.

Fitted Q Evaluation

OPE approaches in the second class focus on the usage of regression techniques
to more directly estimate value functions Vπe

and Qπe
and are therefore known

as direct methods (DMs). These estimates can be obtained by plugging estim-
ates of the transition and the reward functions into their definitions or they can
be estimated directly. Fitted Q evaluation (FQE) is a biased OPE estimator
based on the well-known fitted Q-iteration algorithm [92, 190]. It produces a
direct estimate Q̂FQE

πe
by casting the OPE problem as an iterative supervised

learning problem. FQE has gained popularity due its simplicity, low variance
and good empirical performance in small-data regimes [138, 376]. When Q̂FQE

πe

has been learned, its state-value equivalent V̂ FQE
πe

can be derived as:

V̂ FQE
πe

(s) =
∑
a∈A

Q̂FQE
πe

(s, a) πe (a|s) . (6.8)

This state-value estimator can then be applied to all initial states in some
evaluation set D to evaluate the overall performance of πe:

V̂ FQE
πe

(D) = 1
n

n∑
i=1

V̂ FQE
πe

(s(i)
0 ) (6.9)

Per-Horizon Weighted Doubly Robust Estimator

The third class of OPE approaches combines the first two classes and are there-
fore known as hybrid methods. We here focus on so-called doubly robust estim-
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ators[165]. Doubly robust estimators use estimators V̂ DM
πe

and Q̂DM
πe

obtained
with some direct method as covariates in an importance sampling method in
order to reduce its variance. In contrast to some other hybrid methods, doubly
robust estimators do not require additional tuning of hyperparameters [354].
The quality of doubly robust estimators depends on the quality of the direct
method. FQE is a direct method with good results in an extensive empir-
ical evaluation [376]. In this work, we therefore use doubly robust version
of the PHWIS estimator (6.6) known as per-horizon weighted doubly robust
(PHWDR) estimator and use covariates obtained with FQE. The weighted
doubly robust (WDR) estimator as defined by Thomas and Brunskill [354] is:

V̂ WDR
πe

(D) = 1
n

n∑
i=1

V̂ FQE
πe

(s(i)
0 )

+
n∑

i=1

T∑
t=0

γtω
(i)
t

[
r

(i)
t − Q̂FQE

πe

(
s

(i)
t , a

(i)
t

)
+ γV̂ FQE

πe

(
s

(i)
t+1

)]
(6.10)

where

ω
(i)
t = ρ

(i)
t∑
ρ

(i)
t

(6.11)

and can be applied per-horizon following [285]:

V̂ PHWDR
πe

=
∑
l∈L

WlV̂
FQE

πe
({tri|Ti = l}) . (6.12)

Note that if the ESS is small, the obtained estimate largely depends on V̂ FQE
πe

in the first term in (6.10).

6.3 Related Work

6.3.1 Reinforcement learning in the ICU
The medical domain has recently become an important application area of in-
terest for RL due to RLs ability to address sequential decision-making problems
that involve a degree of uncertainty [P4]. Within the medical domain, applic-
ations in the ICU are particularly of interest because of three key reasons.
Firstly, a large number of measurements is collected for patients in the ICU
with relatively high frequency. Moreover, various ICU datasets have been made
widely available [168, 277, 357]. These datasets can be used to model the pa-
tient’s condition as an environment state. Secondly, patients in the ICU suffer
from conditions that require a relatively high degree of physiological control.
Taken jointly with the large number of measurements, this high degree of con-
trol suggests that treatment outcomes are mostly dependent on factors known
to and in control of caregivers. From a learning perspective, this limits the
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amount of unexplainable variance in patients outcomes based on treatments,
i.e. the stochasticity of the environment is limited and the learning problem
may be reasonably tractable in comparison to some other medical settings.
Finally, the reward signal in the ICU can be defined in terms that lie within
a reasonable time frame and can be easily quantified such as survival at ICU
discharge and at 90 days after admission.

Komorowski et al. [181] introduced an approach to the treatment of
sepsis based on tabular Q-learning with a discrete state space obtained by
k−means++ clustering and with a discretized action space of vasopressor and
IV fluid dosage obtained by binning. The study on sepsis also produced recom-
mendations on using RL in an ICU setting which were adopted in the present
work [130] . Subsequently, Roggeveen et al. [298] studied the transferability of
sepsis treatment policies across patient populations and proposed a deep RL
based approach.

An approach to quantify and improve guideline compliance of RL-based
sepsis treatment based on reward shaping was proposed by Festor et al. [104].
The approach relies on case-specific scenarios defined by experts and does not
guarantee adherence to constraints, whereas our approach leverages existing
knowledge encoded in clinical guidelines and guarantees compliance to con-
straints on the action space. Another domain-specific safety-aware approach
was proposed by Jia et al. [164]. It focuses on the temporal nature of con-
straints, a feature that our approach supports by using e.g. an LTL encoding
of constraints [P1]. Other technical extensions in the sepsis treatment do-
main include the usage of a continuous state space [286], clinician-in-the-loop
decision-making with set-valued policies [347] and diverse policies [110], and
the incorporation of partial observability of the true patient state [109]. Our
approach complements these works by ensuring that only guideline-compliant
actions are selected by the resulting policy.

We evaluate our approach on the problem of optimizing MV settings as
introduced by Peine et al. [266]. We extend their Q-learning-based approach
with knowledge from guidelines and contribute additional OPE evaluations to
theirs following recommendations by Gottesman et al. [130]. Chen et al. [57]
studied the use of a hybrid RL approach to find optimal MV settings. Results
show state-of-the-art performance in a simulated environment, an evaluation
on real-world data and the incorporation of safety constraints are left for future
work. Prasad et al. [281] and Yu, Liu and Zhao [401] studied the problem of
MV “weaning”, i.e. of decreasing the degree of ventilator support and training
the patient to eventually be extubated. One of these proposed to use an inverse
RL approach [401]. Inverse RL is related to the imitation learning approach
included in our evaluations.

6.3.2 Reinforcement Learning with Instructions and Con-
straints

The literature on RL with instructions and (safety) constraints is vast. There-
fore, we focus on closely related works, i.e. works that use symbolic instructions
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and constraints. Guidelines are best represented symbolically since symbolic
formalisms are composable, have unambiguous semantics and allow for reason-
ing [292]. Since these are most closely related to constraints from guidelines.
For a more comprehensive overview see [114, 211, 248].

A recent string of works has looked into the usage of symbolic safety con-
straints for RL based on the concept of automata from the discipline of formal
methods [5, 75, P1, 398]. These works target safety constraints with a temporal
component whereas we target more basic constraints that do not depend on
time. These approaches, however, can be used when guideline instructions in-
clude a dependence on time e.g. ‘never administer drug X if patients previously
showed an allergic response of type Y’.

Another string of works uses symbolic instructions to divide the full task
into smaller subtasks and alter the reward function in order to increase data
efficiency [9, P3, 158, 160]. Our framework similarly alters the reward func-
tion using reward shaping but includes the operationalisation of knowledge in
medical guidelines rather than a generic symbolic subtask decomposition.

6.4 Guideline-informed Reinforcement Learn-
ing

The proposed framework for guideline-informed RL generates policies based on
both knowledge encoded in guidelines and from experiences obtained in clinical
practice. It differs from the standard RL setup from Section 6.2.1 in two ways
as visualized in Figure 6.1. Both extensions to the general RL framework are
informed by clinical guidelines, but the way in which these guidelines are used
to inform the learner differs between these two extensions.

The first extension consists of an action filter that forces the agent to only
select treatment actions in accordance with the guideline. This extension al-
lows the usage of explicit treatment advice based on parameters describing the
patient state. Explicit advice on treatment decisions is the dominant type of
knowledge in the computer-interpretable guidelines and can be found in the
form of ontologies, decision tables and logic [292, 350]. We propose to encode
treatment advice as a filter that removes treatment actions that are not in line
with the guideline from the agent action space as described in Section 6.4.2.

The second extension consists of an approach to informing the agent of
desirability of properties in the patient condition with reward shaping. We in-
clude this second extension to model guideline aspects that cannot be enforced
as hard constraint on the action space. Guidelines often contain particular
target values for specific indicators. These target values are designed to help
clinicians in assessing the patient state at a particular point in time and they
are often derived from evidence that links these target values to better patient
outcomes. These target values are therefore a natural fit for reward shaping.
These target values cannot be modeled as hard constraints. Firstly, because
patients are typically in a condition that would violate a hard constraint at
treatment onset. Secondly, because many indicators can only be meaningfully
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Figure 6.1: Overview of the guideline-informed RL approach. Clinical guidelines are
first encoded into state-space constraints and action constraints. Action constraints
describe allowable treatment decisions and are strictly enforced with a filter that
removes all non-compliant treatment decisions from the agent’s action space. State-
space constraints describe desirable properties in the patient condition. The learning
agent is informed of state-space constraints with additional, shaping rewards.

controlled indirectly or in a delayed fashion due to nature of physiological pro-
cesses. Therefore, we alter the reward function to include generic knowledge
on treatment quality and the human physiology in the learning process [81].
We detail both extensions in this section but first introduce how guidelines are
formalized in the proposed framework.

6.4.1 Formalisation of guidelines
We consider a set of l variables V : {ν1, . . . , νl} to describe patient states
and treatment decisions and a finite set of m ranges to describe allowable
ranges R =

{
ν1 ∈ [v(1)

min, v
(1)
max], . . . , ν1 ∈ [v(i)

min, v
(i)
max], . . . , νj ∈ [v(m)

min , v
(m)
max]

}
for

these variables. We consider each clause φ as a subset of the power set
of ranges φ ⊆ 2R. We require that all values fall within the provided
bounds in φ to comply to that clause. Formally, a set of measurements
{ν1 = v1, . . . , νn = vn} |= φ ⇐⇒

∧|φ|
j=0

(
vi ∈

[
v

(j)
min, v

(j)
max

]
∨ νi ̸= νj

)
where

|φ| denotes the number of ranges in φ. Note that multiple ranges can be as-
signed to a single variable ν within the guidelineR but that these ranges should
overlap.

We continue by connecting this formalisation of the guideline to the RL
framework. Specifically, we assume access to a set of measurable features of the
true patient state strue via a set of k < l basis functions {ϕ1, . . . , ϕk} such that
we obtain a feature vector representation ϕ⃗S(strue) = (ϕ1(strue), . . . , ϕk(strue))
for all strue ∈ S. Since we can only access the vector representation, we let s
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refer to vector representations of true states in the remainder of this work. Ad-
ditionally, we assume a similar vector representation ϕ⃗A = (ϕk+1(a), . . . , ϕl(a))
for all a ∈ A of the action space. We finally assume that these basis func-
tions correspond to the variables V such that the concatenated representation
ϕ⃗(strue, a) = ϕ⃗S(strue)⊕ ϕ⃗A(a) of a state-action pair produces a set of measure-
ments {v1, . . . , vl} for variables {ν1, . . . , νl}. We continue by elaborating how
the formalized guideline can be incorporated into RL approaches.

6.4.2 Guideline-based action filter
Explicit treatment advice is encoded as a hard constraint on the agent action
space. This constraint specifies which actions are allowable and is enforced
by removing all actions that are not allowable from the action space. In this
section, we formally introduce the action filter and its components.

The action filter is formalized as a function CA : A × S → {0, 1} that de-
termines which actions comply to a guideline for a given state. Guidelines
describe a set of generally allowable treatment decisions for a given patient
state and leave the final particular decision up to the clinician. The action
space constraints in the guideline are therefore modeled using a disjunction of
conjunctions (disjunctive normal form or DNF) in our framework, see Equa-
tion 6.18 below. That is, a state-action pair is compliant if any of the clauses
allows for it. Note that the clauses themselves may contain a conjunction so
that the framework allows for bounds within which any decision is allowable,
bounds that have to be met all times and bounds that are contingent on other
bounds. For a guideline consisting of n clauses φi each possibly consisting of
multiple bounds, we require:

CA(a|s) =
n∨

i=1

[
ϕ⃗(s, a) |= φi

]
. (6.13)

We denote the set of guideline-compliant actions for a particular s as AC(s) ⊆
A : {a ∈ A|CA(a|s) = 1}.

We now consider two approaches to enforcing the compliance constraints
in RL policies. The first approach consists of enforcing the constraints after
learning. Specifically, we derive a constrained policy πC from an arbitrary
policy π by only allowing guideline-compliant actions:

πC(a|s) =


π(a|s)∑

a′∈AC(s) π(a′|s) if a ∈ AC(s)

0 otherwise.
(6.14)

The approach based on Equation 6.14 removes noncompliant actions from
an existing policy. The resulting policy is guaranteed to adhere to the ac-
tion constraints CA as a result. Furthermore, the approach is applicable to
imitation learning and does not require any additional training, which can be
computationally costly in practice.
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However, there are several downsides: firstly, if the policy π never selects a
compliant action for some state s, the denominator in Equation 6.14 may be
zero for that state. In this case, some fallback policy has to be used. Secondly,
non-compliant actions may have been used in the construction of π. For ex-
ample in Q-learning, if non-compliant actions would be included in the calcula-
tion of the Q-function estimates Q̂, applying Equation 6.14 to this policy would
result in estimated Q-values that are not reflective of the compliant policy πAC

which may be suboptimal as a result. We therefore consider a second approach
that includes the action filter in the learning process.

The second approach incorporates the action filter in the estimation of Q-
values. This requires the constraints to be available at training time but ensures
that the resulting estimates Q̂ are according to the constrained policy πC rather
than according to an unconstrained policy. The action filter is incorporated in
the Q-function update rule in Equation 6.5:

Q̂(s, a)←
{
Q̂(s, a) + α

[
r + γmaxa∈AC(s′)Q̂(s′, a)− Q̂(s, a)

]
if a ∈ AC(s)

−∞ otherwise.
(6.15)

Policies can be derived traditionally with Equations 6.3 and 6.4 and are guar-
anteed to comply to the guideline if the training data contains at least one
compliant action for every state.

6.4.3 Guideline-based reward shaping
Implicit clauses in a guideline describe preferable properties in the patient’s
condition. Because a patient’s condition can be very poor at the onset of
treatment and deteriorate stochastically, these constraints cannot be enforced
as hard constraints. Instead, the learner is informed of preferable conditions
with an altered reward function. Specifically, we inject additional rewards
based on a compliance metric CS : S → R defined over the RL state space.
While various aggregations can be used, we here define state compliance as the
average clause satisfaction rate

CS(s) :
∑n

i s |= φi

n
(6.16)

for all clauses defined over the state space.
The compliance metric CS was then used to inform the learner following the

convention of potential-based reward shaping [254]. In potential-based reward
shaping, a transformation is applied to the reward function in such a way that
any optimal policy under the transformed reward R+ is also optimal under the
original reward function [135, 254]. A shaped reward function R+(s, a, s′) :
R(s, a) + γΦ(s′)− Φ(s) is used with so-called potential functions Φ:

Φ(s) :
{

0 if s a terminal state
CS(s)c otherwise

(6.17)

where c ∈ R a scalar to balance environment and shaping rewards.
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Figure 6.2: Outline of the study design.

6.5 Materials and methods
We employ a retrospective study design summarized in Figure 6.2. The design
consists of steps for patient cohort and data selection, data pre-processing,
guideline-informed policy learning and off-policy evaluation. All steps were
performed on the MIMIC-III v1.4 database [168] and best practices for repro-
ducibility in machine learning research were followed [274]. The data selection,
pre-processing, policy learning and off-policy components are based on prior
work by Peine et al. [266] and code was reused where available. We detail
each step in the study design below, reiterating the steps copied from [266] for
completeness.

6.5.1 Patient cohort and data selection
Patient cohort and data selection was based on Peine et al. [266]. Out of all
61,532 admissions in the MIMIC-III v1.4 database, a total of 10,597 MV events
(see below for the definition of an MV event) of 9,355 unique patients were ex-
tracted. Admissions were selected using the following inclusion criteria: patient
age of 18 or higher at the moment of admission, treatment not withdrawn in
assessed time-frame, documented 90-day mortality, mechanical ventilation of
at least 24h and a documented set tidal volume. Cohort characteristics are
summarized in Appendix C:.

For each admission, data was aggregated into 4-hour time windows for 4h
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prior to and 72h after the onset of ventilation. Variables were aggregated as
appropriate following [266]. The onset of ventilation was derived from a docu-
mented value for the variable ‘set tidal volume’ Vtset. The presence of either
a value for variables Vtset, PEEP or FiO2 during an 8h time window contin-
ued the ventilation event, while it was discontinued by the documentation of
extubation, initiation of non-invasive ventilation and/or supplemental oxygen
supply. For each admission, only the first ventilation event was included res-
ulting in a total of 10,581 included ventilation events and 165,275 ventilation
decisions.

6.5.2 Pre-processing
The pre-processing step consisted of imputation of the missing data, scaling
and clustering phases similar to Peine et al. [266]. The data imputation phase
consisted of two steps: in the first step, missing data was imputed with a
sample-and-hold scheme with clinically informed time windows, see Tables C.2
and C.3 in Appendix C for details. After this phase, admissions with more
than 50% missing values were removed from the dataset, resulting in a removal
of less than 1% of the data. Next, data was separated into train, validation
and test sets to ensure the validity of subsequent phases. Twenty-fold random
permutation cross validation (RPCV) was employed to enable estimation of
spread of the OPE result while maintaining sufficiently sized data splits, see
Section 6.5.4 [274]. The imputation phase continued with a second imputation
step. In this step, all variables were first centered around the mean, scaled to
unit variance and then imputed. Imputation was performed using k-nearest
neighbor imputation with k = 5 and a Euclidean distance metric robust to the
presence of missing values. The transformations performed on the training set
in this second imputation phase were stored and then applied to the test and
validation sets to protect their unseen nature and the validity of results.

Patient demographics and clinical variables that describe the patients’ con-
dition were clustered into discrete states to be used by the RL algorithm, again
inspired by [266]. Specifically, k-means clustering was performed with k = 650.
The documented treatment decisions were also transformed into discrete ac-
tions. The treatment decisions in scope for this research were documented by
three variables: Vtset, PEEP, and FiO2. These action variables together make
up a particular configuration of a mechanical ventilator at each point in time.
We transformed this three-dimensional action space into a one-dimensional dis-
crete action space. First, all values were grouped into 7 bins for all three action
variables as described in Table C.4 in Appendix C. All combinations of binned
settings were then assigned unique action identifiers which resulted in a final
discrete action space of cardinality 73 = 343.

6.5.3 Guideline encoding
The guideline implemented to illustrate our approach is the strategy for pro-
tective mechanical ventilation originally developed for patients suffering from
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Space Variable Guideline Constraint #
State Pplat ≤ 30 ≤ 30 φ1

pH 7.3− 7.45 ∈ (7.2, 7.5) φ2
RR 6− 35 ≤ 35 φ3
SpO2 88− 95% ≥ 88 φ4

Action Vtset 6 (initial) ≤ 8.5 φ5
FiO2 0.3 and 5 FiO2 ∈ [0.3, 0.5) ∧ PEEP= 5 φ6
and 0.4 and 5
PEEP 0.4 and 8 FiO2 ∈ [0.4, 0.6) ∧ PEEP∈ [4, 8] φ7

0.5 and 8
0.5 and 10 FiO2 ∈ [0.5, 0.7) ∧ PEEP∈ [8, 10] φ8
0.6 and 10
0.7 and 10 FiO2 ∈ [0.7, 0.8) ∧ PEEP∈ [10, 14] φ9
0.7 and 12
0.7 and 14
0.8 and 14 FiO2 ∈ [0.8, 0.9) ∧ PEEP= 14
0.9 and 14 FiO2 ∈ [0.9, 1.0) ∧ PEEP∈ [14, 18] φ10
0.9 and 16
0.9 and 18
1.0 and 18 FiO2 = 1.0 ∧ PEEP∈ [18, 24] φ11
1.0 and 20
1.0 and 22
1.0 and 24

Table 6.1: Target values for state- and action-space constraints. We pair the original
guideline values with their formalisation as constraints. Pplat: plateau pressure in
cmH2O, pH: acidity of blood, RR: respiratory rate in breaths/min, SpO2: O2 satur-
ation pulseoxymetry. Vtset: set tidal volume in ml/kg IBW (ideal body weight, also
known as predicted body weight), FiO2: fraction of inspired oxygen, PEEP: positive
end-expiratory pressure in cmH2O.
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acute hypoxemia associated with diffuse opacities on lung imaging due to vary-
ing etiologies of non-cardiac origin luding diffuse inflammation known as the
Acute Respiratory Distress Syndrome (ARDS). This strategy is based on the
low tidal volume group from the ARDSnet ARMA trial which aimed to achieve
sufficient arterial oxygenation and avoid respiratory acidosis while protecting
the lung from traumatic distention by avoiding high tidal volumes [251]. The
low tidal volume strategy resulted in marked reductions in mortality before
hospital discharge and a marked increase in ventilator free days until day 28 as
compared to a higher tidal volume strategy. In both groups, the same sliding
scale table was used to set positive end expiratory pressure (PEEP) and the
fraction of inspired oxygen concentration (FiO2). As such, this sliding scale of
allowed combinations of PEEP and FiO2 were part of this protective ventil-
ation strategy for ARDS patients that has since extended to all mechanically
ventilated patients [98, 128, 308]. Therefore, this strategy is a logical start-
ing point for our use case, although it should be noted that optimal ventilator
settings continue to be subject of intense debate and various other approaches
exist (PMID: 17417980 and PMID: 28828363 and PMID: 29043834).

The guideline was encoded into the constraints listed in Table 6.1 in collab-
oration with medical experts. Specifically, the strategy informs on treatment
decisions both explicitly and implicitly. Explicit clauses φ5−φ11 advise specific
allowable treatment decisions. In this case, these are given as upper and lower
bounds for mechanical ventilator settings and were encoded as constraints on
the RL action space as detailed in Section 6.4.2. Implicit clauses φ1 − φ4 de-
scribe desirable properties in the patients’ condition: in this case, these are
target values for various measurements obtained at the bedside. These implicit
clauses were used for reward shaping as detailed in Section 6.4.3.

The guideline should be interpreted as a set of recommendations rather
than a strict directive. Therefore, some of the bounds from the original strategy
were relaxed in the constraint encoding in consultation with clinicians. Finally,
we highlight that clinical adoption of medical guidelines is generally slow and
therefore implementation of the recommendations from our example strategy
conincided with the time window in which the dataset was collected. As a
result, the dataset can be expected to contain both patients for which the
recommendations were followed and patients for which other choices were made.

In this case study, compliance of actions is independent of the state. As a
result, the compliance function CA could be evaluated independently from the
state for each action in the action space. By doing so for all 343 actions in our
use case, 72 allowable actions were obtained. For the constraints listed in the
bottom of Table 6.1, the resulting action space constraint in DNF is:(

(Vtset ≤ 8.5 ∧ FiO2 ∈ [0.3, 0.5) ∧ PEEP ∈ [5, 5]) ∨
(Vtset ≤ 8.5 ∧ FiO2 ∈ [0.4, 0.6) ∧ PEEP ∈ [4, 8]) ∨
. . .
) (6.18)

for clauses φ5 − φ11 in Table 6.1.
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Abbr. Description Policy Constraints
O Returns/actions in test set − −
IL Imitation Learning, mimick clini-

cians policy
Eq. 6.19 Policy

QLS Q-learning, stochastic Eq. 6.4 Policy, Q-function
QLD Q-learning, deterministic Eq. 6.3 Policy, Q-function

Table 6.2: Algorithms included in the evaluation. Constraint variants ‘Policy’ and
‘Q-function’ refer to Equations 6.14 and 6.15 respectively.

6.5.4 Evaluation
We compare all algorithms in Table 6.2 and vary the way in which constraints
are enforced, i.e. directly in the policy with (6.14) or in the Q-function with
(6.15) where applicable. We include an unconstrained, vanilla baseline for all
approaches. IL policies were inferred directly from the train set D:

π̂(a|s) = |(s, a)|
|s|

∼ D. (6.19)

We use an unconstrained IL policy as a fallback when no compliant action is
available for all policies.

For the evaluation of the resulting policies, we use OPE on a held-out test
set. The held-out test set was preprocessed similarly to the training and val-
idation data. Specifically, data transformations for imputation and clustering
that were obtained by fitting to the training set were applied to this held-out
set to ensure validity of the results [274]. The expected return obtained with
OPE is directly related to mortality and higher expected return relates to lower
expected mortality.

To assess generalizability of the result, we repeat the experiment for twenty
separate splits of train, validation and test data with RPCV, also known as
‘shuffle and split’. Samples are first shuffled and then split into a tuple of train,
validation and test splits for a given number of iterations. This allows for
a large number of repeated experiments (here: 20) while retaining reasonable
proportions of samples on all sides of the splits (here: train=0.6, validation=0.2,
test=0.2).

For the off-policy evaluation, the methods FQE, PHWIS and PHWDR in-
troduced in Section 6.2 were used. For PHWDR, we used FQE for estimates
V̂ (s0) and Q̂(s, a). We report the effective sample size (ESS) as a diagnostic for
the quality of the PHWIS and PHWDR estimators. We evaluate compliance
of the resulting policy by reporting the probability that the policy takes an
action that is allowed by the guideline. Specifically, for an evaluated policy πe

we report the probability of taking a compliant action:

P (a ∈ AC) =
∑

s∈S

∑
a∈AC(s) πe(a|s)
|S|

. (6.20)
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For all metrics, we report mean and 95% bootstrap confidence intervals of the
mean obtained with 20-fold RPCV.

Implementation details

All experiments were run on a machine with an AMD Ryzen 7 4800U CPU and
Ubuntu 22.04.2 (64bit), CPython v. 3.11.0, Scikit-learn v. 1.2.0 [265], Pandas
v1.5.2, Numpy v.1.23.1 [140], Scipy v.1.10.0 [375], Postgres v14.7. Tabular Q-
learning was used for estimation of all Q-functions and FQE was run for 50
iterations.

6.6 Results & Discussion
Figure 6.3 shows a comparison between all included approaches. We first look
at the compliance results (top right) and see that both the ‘Policy’ and ‘Q-
function’ variants produce more compliant decision-making in comparison with
the clinicians behavior (‘O’ and ‘IL’+‘Unconstrained’). Out of the constrained
approaches, the ‘Q-function’ approach is preferable from the perspective of
compliant decision-making as it produces fully compliant policies. The ‘Policy’
variants are not fully compliant. This is explained by a total probability mass of
zero for the compliant actions for some states, in which case an unconstrained
IL policy is used as a fallback.

We now turn to the expected return as obtained with the three OPE ap-
proaches in the left-hand column of Figure 6.3 and start with the model-based
FQE evaluation (top right). We see that QLD outperforms the clinicians
decision-making here: expected returns for QLD are significantly higher than
those observed (O) in the test set and those estimated for a policy that mim-
icks clinicians (IL) across compliance variants. Out of all QLD variants, the
Q-function variant yields the best policy as it is both more compliant and signi-
ficantly outperforms the Policy variant (Wilcoxon signed-rank test, p < 0.001).

Moving on to results obtained with the PHWIS estimator (center left), we
see results with high variance. We first investigate the results for QLD, where
we see missing results for the Unconstrained and Q-function variants and highly
varied results for the Policy variant. The explanation for these results can be
found in the figure showing effective sample sizes (center right): effective sample
sizes are (near-) zero for all QLD variants, indicating a downside of IS-based
evaluations when evaluation and behavior policies differ too much. Results for
QLS show that stochastic policies suffer less from this issue. Stochastic policies
assign nonzero probability to multiple actions and are therefore more likely to
agree with the behavior policy, more likely to produce higher effective sample
sizes which may result in lower variance for IS-based evaluations.

Continuing our analysis of the expected returns obtained with PHWIS, we
see that all compliant variants of the learning-based approaches IL and QLS

perform comparable to the results observed in the test set, see Table C.5 in Ap-
pendix C for significance results. More so, we see that compliance constraints
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Figure 6.3: Expected return obtained with various OPE approaches (left-hand
column), the probability of an noncompliant action (top right) and the effective
sample size (bottom right. All figures show the 95% CI of the mean across 20 folds.
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Figure 6.4: Mean expected return for various values of shaping reward scalar c
obtained with deterministic Q-learning and FQE on the test set.

do not negatively affect performance. These promising results are further sup-
ported by results obtained with PHWDR (bottom left) and with less variance
than PHWIS as a result of the hybrid nature of the PHWDR estimator. We
note that the PHWDR results for QLD fully depend on FQE due to an effective
sample size of zero as detailed in Section 6.2.2.

We continue by investigating the effects of reward shaping. Figure 6.4 shows
expected returns for various values of the parameter c, which balances shaping
rewards and environment rewards. We find that, in general, shaping rewards
affect expected returns negatively. Expected returns deteriorate sharply for
c = 6.0. The maximum obtainable shaping reward under this regime was 120:
c ∗max time steps = 6.0 ∗ 20 = 120. Since this is higher than the maximum
obtainable environment reward of 100, the balance between environment and
shaping rewards for this choice of c is poor. The average compliance rate across
states in the data set is high at 0.978. However, results for c = 6.0 (rightmost)
show that reward shaping can significantly impact the learning in this data set.
The results on shaping rewards in Figure 6.4 were consistent across learning
algorithms and constraint variants.

We continue to analyze the decision-making of the obtained policies in Fig-
ure 6.5, where the number of selected actions in the test set is visualized.
We compare clinicians’ decisions observed in the test set to decisions made
by unconstrained and constrained ‘Q-function’ variants of QLD, i.e. the best
performing condition according to a model-based evaluation. The Q-learning
policies (center and bottom) select actions that are more varied than the clini-
cians actions (top). Additionally, we see that a compliant policy selects similar
parameter settings to the vanilla policy while avoiding particular extreme set-
tings.

We conclude this section with some suggestions from improvement. Firstly,
a different encoding of the guidelines can be used. For example, an upper
bound for the SpO2 variable could be provided to discourage high settings for
FiO2 and PEEP. How a guideline should be encoded depends on the clini-
cians’ preferences. We strongly encourage encoding guidelines in consultation
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Figure 6.5: Selected actions on the test set represented as three-dimensional binned
settings: observed in the test set (top), selected by deterministic and unconstrained
Q-learning (center) and constrained Q-learning (bottom).
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with clinicians as this involves interpreting the guideline and argue that the
presented framework is sufficiently flexible for encoding different interpreta-
tions. Secondly, we based our evaluation on an existing RL model to focus
our study on the proposed framework rather than on modeling specifics. How-
ever, some of the modeling decisions could be improved. We specifically note
the inclusion of variables for pulmonary compliance, minute volume and C-
reactive protein (crp) when the dataset contains these and the exclusion of
variables with similar information content, such as calculated carbon dioxide
and PaCO2. Both of these directions for improvement do not reflect on the
core contributions of this work directly, but may show improvements in policy
behavior and performance.

6.7 Conclusion
We proposed and evaluated a hybrid learning- and knowledge-driven frame-
work for automated clinical sequential decision-making. A knowledge-driven
component models a medical guideline and informs the learning-driven com-
ponent in two ways: by constraining the action space and with an additional
reward signal. We implemented our framework by extending an existing model
for MV in the ICU and evaluated it using off-policy evaluation. We compared
implementations of the proposed framework with varied action constraint en-
forcement and a varied balance between environment and additional rewards.

We found that our approach produces policies that comply to the med-
ical guideline while outperforming clinicians in terms of expected mortality in
a model-based evaluation. In this evaluation, compliant policies are slightly
outperformed by non-compliant policies, but compliant policies avoid extreme
settings and may hence be more trusted in practice. We found no benefits of
including an additional reward signal, indicating that the training data was
sufficiently rich per se or that the additional reward does not aid in learning
how to achieve the main objective of minimizing 90-day mortality in general.

Our framework can extend existing studies into the use of RL in the medical
domain with guideline compliance guarantees and is therefore an important
stepping stone in the adoption of RL in clinical practice. It, furthermore,
offers opportunities for further research into the representation of guideline
constraints, the evaluation of policies when these vary from current policies
and hybrid decision-making approaches that combine knowledge with data.
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7
Planning for Potential: Efficient Safe

Reinforcement Learning

Deep reinforcement learning (DRL) has shown remarkable success in artificial
domains and in some real-world applications. However, substantial challenges
remain such as learning efficiently under safety constraints. Adherence to safety
constraints is a hard requirement in many high-impact application domains
such as healthcare and finance. These constraints are preferably represented
symbolically to ensure clear semantics at a suitable level of abstraction. Ex-
isting approaches to safe DRL assume that being unsafe leads to low rewards.
We show that this is a special case of symbolically constrained RL and ana-
lyze a generic setting in which total reward and being safe may or may not
be correlated. We analyze the impact of symbolic constraints and identify a
connection between expected future reward and distance towards a goal in an
automaton representation of the constraints. We use this connection in an al-
gorithm for learning complex behaviors safely and efficiently. This algorithm
relies on symbolic reasoning over safety constraints to improve the efficiency of
a subsymbolic learner with a symbolically obtained measure of progress. We
measure sample efficiency on a grid world and a conversational product re-
commender with real-world constraints. The so-called Planning for Potential
algorithm converges quickly and significantly outperforms all baselines. Spe-
cifically, we find that symbolic reasoning is necessary for safety during and after
learning and can be effectively used to guide a neural learner towards promising
areas of the solution space. We conclude that RL can be applied both safely
and efficiently when combined with symbolic reasoning.

Based on [P1]:
Floris den Hengst, Vincent François-Lavet, Mark Hoogendoorn, and Frank
van Harmelen
Planning for potential: efficient safe reinforcement learning
Machine Learning, 2022
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7.1 Introduction
Reinforcement learning (RL) provides an elegant framework for decision making
in autonomous agents. In the RL framework, an agent acts in an environment
in order to collect rewards [338]. RL driven by neural network-based function
approximation, commonly known as Deep Reinforcement Learning (DRL), has
recently shown remarkable progress in diverse areas such as personalization (see
Chapter 2), robotics [136] and game-playing [148, 321]. The application of DRL
in real-world scenarios, however, remains challenging. Despite the significant
efforts on making RL agents safe, one of the key challenges remains how to
impose “safety constraints that should never [...] be violated” [86].

Safety constraints are present in various high-impact domains such as
healthcare and finance. Here, regulations and guidelines describe what be-
haviors are allowed and disallowed. Typically, the behaviors are not listed
explicitly, but described by conditions that have to be met at all times. As
such, regulations and guidelines form a symbolic and high-level specification of
safe behavior in a particular domain. In many thus governed domains, provable
compliance to these specifications is an essential prerequisite for the deployment
of any system, including DRL-based ones.

Provably safe DRL has recently been approached from the perspective of
symbolic reasoning. Symbolic reasoning provides powerful modeling capabil-
ities, unambiguous semantics and well understood computational properties.
[108] introduced a framework for checking a bounded safety constraint on a
learned model with probabilistic guarantees. [385] proposed a method for strict
adherence, which was extended by [169] to stochastic settings. [5] proposed a
mechanism that scales to large state-action spaces using a precomputed shield
which removes actions iff these are unsafe based on work by [34].

The above works contain proofs of adherence to the specifications but only
target a special case in which being safe is correlated with high expected total
rewards. A correlation between high expected total rewards and being safe,
however, is not present many important application domains. On the contrary,
high rewards can be obtained by engaging in disallowed behaviors in many
domains. In such domains, regulations are typically put in place precisely to
avoid behaviors that yield high reward but come rare but highly undesirable
events, negative long-term consequences and negative externalities. For ex-
ample, guidelines in healthcare protect organs from damage inflicted during
treatment in order to safeguard post-treatment quality of life. Although the
problem setting of safe RL in the presence of antagonistic constraints has been
identified before by e.g. [184], it remains, to the best of our knowledge, largely
unexplored how these constraints affect performance and how to mitigate neg-
ative effects.

In this work, we identify that safe policies do not outperform unsafe policies
in terms of expected reward. We theoretically analyze how symbolic safety
constraints impact expected reward and identify a connection between expected
future reward and distance to a goal in a symbolic representation of the safety
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component. We then introduce an algorithm for safe and efficient RL using this
distance. By reasoning over the specification and a symbolic goal at an abstract
level, an additional reward function is derived automatically and supplied to
the low-level learner, following the tradition of potential-based reward shaping.
This ensures that the optimality of the solution is not at stake if the symbolic
plan is incomplete or even incorrect. Our algorithm includes an approach
to estimate the shaping rewards in an online fashion so that no additional
hyperparameters are required.

We evaluate the novel approach, called planning for potential (P4P), on
a grid world and on a conversational product recommender. The former was
inspired by previous work on safe RL whereas the latter contains real-world reg-
ulatory constraints from the banking domain. We compare P4P with a ‘vanilla’
unsafe baseline and a safe baseline. Additionally, we analyze performance of
P4P on increasingly constrained problems. We find that P4P scales well with
constraint complexity, is robust with regard to its additional parameter and
significantly outperforms the baselines in terms of safety and obtained reward.

This chapter is structured as follows: after the preliminaries, we formally
introduce the setting of environments with symbolic safety constraints and de-
rive a bound on performance of safe policies. We then show a relation between
rewards and reasoning over symbolic constraints using a distance metric. This
metric is based on the number of transitions in an automaton representation
of the symbolic safety component. We then use this relation in a novel al-
gorithm to improve sample efficiency of reinforcement learning. We test this
algorithm on a simple grid world with a tabular RL algorithm and on a realistic
conversational product recommendation benchmark with DRL. The proposed
algorithm outperforms all baselines and is the only algorithm capable of solving
the realistic task, indicating that symbolic reasoning at an abstract level can be
combined with learning via reward shaping as proposed in the P4P algorithm.

7.2 Related Work
In this section, we relate this work to the wider body of work on symbolic
safety constraints in RL and the use of symbolic reasoning to improve RL
agents. Starting with RL under symbolic safety constraints, we group all the
works discussed in the introduction. On top of these, [410] encode legality of
actions explicitly into rules. [358] specifically target learning normative be-
haviors in a particular normative framework, whereas we focus on high-level,
intensional safety constraints. More importantly, most of these target environ-
ments where being safe is positively correlated with high total reward which we
show to be a special case of safety-constrained RL. The setting of safe RL under
constraints that may impact performance negatively was empirically identified
in [184]. We analyze this problem theoretically and propose an algorithm to
learn efficiently in this setting. These works are related in the sense that the
contributions presented here are complementary: we argue that symbolic reas-
oning and reward shaping are important components to making these systems
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viable in realistic scenarios where rewards and staying safe are not positively
correlated.

Closely related are works on restraining bolts by [74, 75]. These use a similar
form of reward shaping based on progress in an automaton representation of
LTLf /LDLf specifications of undesired behaviors. These works, however, tar-
get a setting in which an external regulator has no control over the agent except
for external transitions to the reward. This is overly restricted for cases where
the agent is controlled by actors that want to adhere to safety specifications
such as in healthcare. More importantly, this setting eliminates guarantees of
safety. This work, on the other hand, targets a setting in which we control the
agent fully and where provable guarantees are required. Another recent work
by [141], presents an approach for safety-constrained RL under the assump-
tions of knowledge about the transition function, full observability of adjacent
state labels and a task fully expressed in LTL. Our work only requires prior
knowledge of nonzero transition probabilities at a symbolic level and a goal
that expresses which parts of the state-action space are associated with high
reward.

A second line of related work aims to inform a learner of knowledge obtained
by symbolic reasoning or planning. [134] combine STRIPS-based plans with
reward shaping. More recently, several works have proposed using some normal
form for representing reward functions [37, 48, 113, 157]. Of specific interest
is the work proposing to specify the reward function as an LTL formula and
derive intermediate rewards for reward shaping [47]. These works focus on
a scenario where the full task can be represented as an LTL goal whereas our
approach targets unknown numeric reward function to which a reward is added.
We, on the other hand, combine sub-symbolic learning with high-level symbolic
reasoning to improve efficiency in a setting with unknown MDP reward and
transition functions.

A recent work by Hasanbeig et al. [142] proposes various interesting innov-
ations in this setting. The most relevant of these in relation to our work is an
intrinsic reward based on the observation of novel state labels. This intrinsic
reward differs from our shaping reward in four important ways. Firstly, it is
defined over the state labeling vocabulary ΣI whereas our approach is based on
automata states and hence captures information over traces of both state and
action labels, i.e. over (ΣI × ΣO)∞. Secondly, the intrinsic rewards proposed
by Hasanbeig et al. would also reinforce moving further from the goal if there
happen to be novel labels there. Our shaping approach only reinforces getting
closer to the goal. Thirdly, the intrinsic rewards of Hasanbeig et al. do not rely
on potentials and hence may produce optimal policies that are suboptimal to
original reward function [25, 44]. Finally, we contribute an approach for tuning
the single novel hyperparameter in our approach automatically and on-the-fly.

Illanes et al. [160] inform an RL agent with high-level symbolic instructions
using the options framework in which low-level learned policies can be reused.
The instructions are of a directive nature which is arguably less generic than the
constraints used here. Additionally, policies learned in the option framework
are sub-optimal whereas our reward shaping approach maintains optimality
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(c) Safety game

Figure 7.1: Example of automata for a car exiting a gated parking lot. The agent
can either drive or push a button next to the gate, i.e. APO : {d, b}. State labels
indicate whether the gate is open and whether the car is in the parking lot, i.e.
API : {o, i}. (a) An automaton representation of φ : ¬dWo to express that the gate
should be open before the car may drive (b) MDP abstraction with all transitions
with nonzero probability in the underlying MDP. Initially, the gate is not open and
the car is inside. Error transitions and state are not included for legibility. (c) The
result of combining (a) and (b) to form a safety game (excluding abstraction errors).
Transitions marked with a solid line are part of the safe strategy. Action ‘d’ in (p0, q0)
is not part of the safe strategy since the resulting state is an error state.

guarantees of the underlying learner.

7.3 Preliminaries

7.3.1 Safety Specifications and Shield Synthesis
We define a finite or infinite sequence of elements from some alphabet as a
word and a linear-time (LT) property as a set of finite or infinite words over
the alphabet Σ : 2AP , where AP a set of atomic propositions. We focus on
safety properties in terms of system input and output and identify subsets of
AP and Σ, relating to these as API , ΣI for inputs and APO, ΣO for outputs.
An invariant is an LT property that has to hold in all reachable states for
some system, for example “a product may only be recommended if it matches
the customer risk profile”. Safety properties generalize invariance properties to
include patterns over time, for example “products may only be recommended
after the customer’s objectives are known” [19].

Safety properties can be expressed in a formal language that extends pro-
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positional logic with temporal operators. Linear temporal logic (LTL) is such
a logic [275]. LTL extends propositional logic with temporal modal operators
X (next) and U (until). Xφ expresses that a formula φ must be true the next
time step and ψUφ expresses that ψ has to hold at least until φ becomes true.
From these, the operators Gφ (globally) and Fφ (finally) can be defined to
express that, from a particular step onward, φ has to respectively hold always
and at some point in the future respectively. Additionally, the operator W can
be derived, which ‘weakens’ the U operators assumptions by allowing that its
right-hand-side may or may not be the true in the future.

A LTL safety specification φs can automatically be converted into an auto-
maton that represents it. A deterministic finite automaton (DFA) φa =
⟨Q, q0,Σ, δ, ⟩ consists of a set of states Q, an initial state q0 ∈ Q, an alphabet
Σ = ΣI×ΣO, a transition function δ : Q×Σ→ Q and a set of safe state F ⊆ Q.
A run is a finite or infinite sequence of states q̄ = q0, q1, · · · ∈ Q∞ induced by
a trace σ̄ = σ0, σ1, . . . ,∈ Σ∞ of some system such that ∀i ∈ N, qi+1 = δ(qi, σi).
A trace σ̄ of some system satisfies specification φs and its representation φa

iff the corresponding run q̄ visits safe states only, i.e. ∀i ∈ N, qi ∈ F. An
example LTL specification and its automaton representation can be found in
Figure 7.1a.

If a model of the environment is available, a reactive system that always
produces output in accordance with a specification φs can be generated. This
challenging task is known as reactive synthesis [276]. A typical strategy is to
formulate the problem as a two-player alternating game between the system
and an adversarial environment. Such a safety game can be expressed as a tuple
G : ⟨G, g0,ΣI ,ΣO, δ,F⟩ with a finite set of game states G, initial state g0 ∈ G, a
transition function δ : G×ΣI×ΣO → G and a set of safe states F ⊆ G. During
the game and for the current state g ∈ G, the environment first chooses some
σI ∈ ΣI after which the system chooses σO ∈ ΣO and the game transitions to
state g′ = δ(g, σI , σO). The resulting (infinite) sequence ḡ = g0, g1, . . . is called
a play and is won by the system iff all visited states are safe: ∀gi ∈ ḡ, gi ∈ F.
A winning memoryless strategy is a function ρ : G × ΣI → ΣO if all plays ḡ
that can be constructed using it are won by the system. Standard algorithms
can compute such a winning strategy if it exists [229].

Shield synthesis is a particular kind of reactive synthesis in which an existing
system is assumed and in which an external component to correct the system
output is computed. The correction is guaranteed to change the output of the
original system so that it satisfies some specification with minimal interference
given an abstraction of the system [34]. An abstraction of the system describes
how its executions can possibly evolve, and provides the needed information
about the environment to allow planning ahead w.r.t. the safety properties of
interest. The model required is typically of limited size as result. More so, as
it can be expressed in an equivalent lifted representation. It may therefore be
easy to construct or learn from data. An illustrative abstraction of an MDP
and resulting safety game can be found in Figure 7.1. The corresponding shield
would replace any unsafe action with a next best safe action.
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7.3.2 Reinforcement Learning
RL provides a framework for selecting actions in an environment in order to
collect a maximum number of rewards over time [338, 386]. RL deals with
problems formalized as Markov decision problems (MDP). We here define a
MDP as a tuple M : ⟨S,A, T,R, γ, S0⟩ where S ∈ {s(1), . . . , s(n)} is a finite
set of environment states, A ∈ {a(1), . . . , a(m)} a finite set of agent actions,
T : S × A × S → [0, 1] a probabilistic transition function, R : S × A × S →
[Rmin, Rmax] a reward function with Rmin, Rmax ∈ R, γ ∈ [0, 1) a discount
factor to balance current and future rewards and S0 a distribution of initial
states: s0 ∼ S0. The agent observes an environment state st at each time step
t and performs some action at up to some end time T , following some policy
π ∈ Π : S ×A→ [0, 1] and collects reward rt = R(st, at).

If some expectation Eπ can be formulated to express the sum of rewards by
following some π, then values V and Q can be assigned to a state s and a tuple
(s, a) respectively for that π:

Vπ(s) = Eπ

[ T =∞∑
k=t

γk−trk|st = s

]
(7.1)

Qπ(s, a) = Eπ

[ T =∞∑
k=t

γk−trk|st = s, at = a

]
(7.2)

A policy π is the optimal policy π∗ if it results in the highest obtainable
reward: ∀s ∈ S,∀π ∈ Π,∀a ∈ A : Qπ∗(s, a) ≥ Qπ(s, a). Finding π∗ can
be addressed by conditioning the policy on a set of parameters π(st|θ) = at

and finding parameter values θ∗ that maximize the corresponding reward by a
learning algorithm. For example, θ can be weights of a neural network updated
with gradient descent.

A particularly popular parameterized approach of learning an approxima-
tion of π∗ is known as deep Q-Networks (DQN) [238, 240]. DQN uses a neural
network with weights θ to predict Qπ(s, a|θ) and selects actions uniform ran-
domly with some probability ϵ ∈ (0, 1] or greedily with respect to Qπ(s, a) with
some probability 1− ϵ at each step t. The resulting tuple (st, at, rt, st+1) is ad-
ded to a buffer or data set D as (s, a, r, s′). Weights are updated in iterations.
For every iteration i, the current weights θi are updated to minimize the loss
function Li(θi) =

E(s,a,r,s′)∼U(D)

(
r + γ max

a′
Q(s′, a′|θ−

i )−Q(s, a|θi)
)2

(7.3)

where U(D) is a uniform random sample of D and θ−
i the parameters used in

action selection during iteration i. These parameters θ−
i are only replaced with

θi every C iterations and held fixed otherwise as this increases stability of the
learned Q-network over time, hence improving performance.
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7.4 Safe Reinforcement Learning
RL has proven capable of learning complex behaviors from interactions with
an environment in a trial-and-error fashion alone. Symbolic reasoning, on the
other hand, is well suited when safety guarantees on behavior are necessary.
Safe RL combines these in order to learn complex behaviors under strong guar-
antees of safety, both during and after learning. In this section, we introduce
safety-constrained environments following [5], identify that safe policies are not
expected to outperform unsafe policies and then analyze how safety constraints
impact the expected future reward.

Definition 7.1 (Safety-constrained environments). A safety-constrained envir-
onment is a tuple E : ⟨M,AP,LI , LO, φ⟩ where M : ⟨S,A, T,R, γ⟩ is an MDP,
φ is a safety specification with propositions AP : API ∪ APO and labelling
functions LI : S → 2API , LO : A→ 2APO .

Definition 7.2 (Safe policies). A policy π ∈ Π : S × A → [0, 1] is safe in E
if for any sequence st, at, st+1, at+1, . . . it generates with nonzero probability,
the corresponding sequence of labels (LI(st)∪LO(at), LI(st+1)∪LO(at+1), . . . )
satisfies φ. The set of safe policies in E is denoted ΠE .

For the purposes of this chapter, the MDP transition function T is unknown.
If results of actions are unknown, safety of a given policy cannot be verified up-
front without further assumptions. In order to ensure safety, however, we need
only know which sequences of labels for a given policy in an environment have
a nonzero probability. These can be modeled with an automaton abstraction
of the MDP.

Definition 7.3 (MDP abstractions). Given an environment E, the automaton
φM : ⟨Q, q0,ΣI ×ΣO, δ,F⟩ is an abstraction of M if for every trace s0, s1, · · · ∈
S∞ and corresponding action sequence a0, a1, · · · ∈ A∞ with nonzero probab-
ility in E, for every run q̄ : q0, q1, · · · ∈ Q∞ with qi+1 = δ(qi, LI(si), LO(ai)),
this run q̄ visits only states in F.

Remark 7.1. It can be verified whether an automaton is an abstraction of M .
If a run is generated in which some state qi /∈ F then it is not an abstraction
of M . This property can be used to refine the abstraction when it is tested or
to hand over control to a human operator or fallback policy.

An abstraction can be used to synthesize safe policies. The cross product
of the abstraction and an automaton representation of the specification forms
a safety game from which a safe strategy can be computed as described in the
previous section. Policies following this strategy are provably safe in E [5]. We
now introduce a performance bound for safe policies.

Theorem 7.1 (Performance bound). For any environment E with MDP M
and safe policies ΠE, let π∗

E ∈ ΠE be the optimal safe policy and π∗
M ∈ Π

be the optimal (possibly unsafe) policy. Then π∗
E ≤ π∗

M where π1 ≤ π2 iff
∀s ∈ S, ∀a ∈ A,Qπ1(s, a) ≤ Qπ2(s, a).
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Proof. ΠE ⊆ Π, hence π∗
E ∈ Π and π∗

E ≤ π∗
M .

Theorem 7.1 shows that safe policies are generally not expected to outperform
their unsafe counterparts in terms of reward: the environments targeted in
previous work where being unsafe leads to low rewards are a special case of
safety constrained environments. We continue to investigate when constraints
negatively impact expected reward. In order to do so, we first introduce the
notion of a goal. Problems with pre-specified goals are approached within the
framework of goal-based MDPs in RL. Such MDPs terminate if a goal state
sg ∈ S is reached and have a reward function of the form R(s, a, s′) = 1
if s′ = sg and 0 otherwise. Here, we consider goal-based problems within the
framework of safety-constrained environments and define them in terms of AP .

Definition 7.4 (Goals). For a safety-constrained environment E :
⟨M,AP,LI , LO, φ⟩, a goal σg ∈ 2AP is reached if an action a ∈ A with la-
beling σa : LO(a) is selected in a state s ∈ S with labeling σs : LI(s) such that
σg ⊆ σs ∪ σa.

Definition 7.5 (Goal-based environments). An environment E :
⟨M,AP,LI , LO, φ, σg⟩ with goal σg is goal-based if it has a reward func-
tion of the following restricted form: R(s, a, s′) = 1 if the goal is reached by
performing a in s and R(s, a, s′) = 0 otherwise.

How a constraint specifically impacts expected reward depends on the par-
ticular goal, the constraint and the transition function T , which is unknown in
the case of interest here. Even in this case, however, the impact of a constraint
can be derived in some illustrative cases which serve as an inspiration to the
algorithm presented later. First, we focus on the case where the goal can be
reached immediately.

Theorem 7.2 (Q values and reaching goals). For any goal-based environment
E with safe optimal policy π∗

E and for any s, s′ ∈ S and any a, a′ ∈ A with
σs : LI(s), σs′ : LI(s′), σa : LO(a) and σa′ : L′

O(a′):

Qπ∗
E

(s, a) > Qπ∗
E

(s′, a′) if
σg ⊆ σs ∪ σa and
σg ̸⊆ σs′ ∪ σa′

Proof. If σg ⊆ σs ∪ σa then performing a in s ends the episode in E and
yields the maximum obtainable reward of R(s, a, ·) = 1. Since σg ̸⊆ σs′ ∪ σa′ ,
R(s′, a′, ·) = 0 and therefore Qπ∗

E
(s, a) > Qπ∗

E
(s′, a′).

Corollary 7.3. For an environment E in some state s ∈ S for any two actions
a, a′ ∈ A such that σg ⊆ σs ∪ σa and σg ̸⊆ σs ∪ σa′ :

Qπ∗
E

(s, a) > Qπ∗
E

(s, a′)

Proof. By substituting s′ = s in Theorem 7.2.
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When the goal cannot be reached immediately, reaching the goal requires
multiple transitions in both the underlying MDP and the safety game G. The
minimum number of transitions required in G for any of its safe states f ∈ F
is denoted ∆G(fi, σg). It can be derived using planning and interpreted as the
distance from f to the goal while staying safe.

Definition 7.6 (Distance in safety games). For a goal-based environment E
with safety game G : ⟨Q, q0,ΣI ,ΣO, δ,F⟩ with a winning strategy ρ, a distance
map ∆G : F→ N1 is defined as the length of the shortest play f̄ = fi, . . . , fk, fl

starting in any fi ∈ F with δ(fk, σi, σo) = fl such that the play f̄ can be
constructed with ρ and σg ⊆ σi ∪ σo.

Remark 7.2. ∆G(f, σg) = 1 iff σg ⊆ σs ∪ σa for some a ∈ A in a given s ∈
S, f ∈ F

Reaching the goal may also require multiple transitions in the MDP. Since
T is unknown in the setting of interest, the expected number of transitions
is unknown as well. Therefore, we look into a second illustrative case where
safety constraints and goals are defined fully on the action space, i.e. API = ∅.

Theorem 7.4 (Q values and distances). For any goal-based environment E
with safety game G and for any s, s′ ∈ S, a, a′ ∈ A, f, f ′ ∈ F:

Qπ∗
E

(s, a) > Qπ∗
E

(s′, a′) if
∆G(f ′, σg) > 1 and

∆G(δ(f, ∅, σa), σg) < ∆G(δ(f ′, ∅, σa′), σg)

Proof sketch. Suppose that the consequent of the equation holds. Let n denote
the distance towards a goal by taking a, n = ∆G(δ(f, ∅, σa), σg), and n′ denote
the distance towards a goal by taking action a′, n′ = ∆G(δ(f ′, ∅, σa′), σg). An
optimal safe policy in E takes n time steps to reach σg after performing a
and similarly so for n′ and a′. Now by substituting T = n and T = n′ in
Equation 7.2 and since γ < 1 and n < n′ we find Qπ∗

E
(s, a) > Qπ∗

E
(s′, a′).

Remark 7.3. An inequality for a single s ∈ S and single f ∈ F can be derived
analogously to Corollary 7.3.

The presented analysis shows how Q values relate to goals and distances
to goals in safety games. Although the analysis is targeted at goal-based en-
vironments, their implications are also applicable to other settings, such as
those in which the symbolic goal serves as a proxy for a high reward area of
the state-action space. Our analysis indicates that there are two classes of
safety constrained environments and it shows how to identify them. In the
first class, safe policies are expected to perform equally to unsafe policies in
terms of obtained rewards. The distance from initial state to a goal in the
associated safety game is not impacted by the safety constraints in these envir-
onments: they would be equal to the distance of a safety game resulting from
vacuous constraints that always hold. In the second class of safety constrained
environments, unsafe policies are expected to outperform safe ones. The safety
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Algorithm 4 Efficient RL in a safety-constrained environment with P4P.

Input: specification φ, abstraction φM , goal σg

Parameters: cost c > 0
Output: policy π

1: G ← φ× φM

2: shield← computeShield(G)
3: Φ← potentials(G, σg, c) {see Algorithm 5}
4: Initialize π arbitrarily
5: for all episode do
6: g ← g0 from G
7: for all time step do
8: s← get from environment
9: σs ← LI(s)

10: a← select safe action from shield, π
11: take action a
12: r, s′ ← get from environment
13: σa ← LO(a)
14: g′ ← δ(g, σs, σa)
15: r′ ← r + γΦ(g′)− Φ(g)
16: Update π using (s, a, s′, r′)
17: s← s′, g ← g′

18: end for
19: end for
20: return π

constraints add transitions to the shortest path towards a goal. As constraints
are added, the distance from the goal grows. Every transition that a safety con-
straint contributes, leads to at least one additional transition for the learner
to incorporate and as such makes the learning problem more complex. The
next section introduces an algorithm to improve the scalability of safe RL as
problems become more constrained.

7.5 Planning for Potential
In this section, we propose a scalable and efficient RL algorithm adhering

to a safety specification. The algorithm uses symbolic knowledge available in
a safety-constrained environments to speed up the learning. Optimality is pre-
served in cases of incomplete or even incorrect prior knowledge. In the proposed
approach, the learner is informed of progress with respect to a symbolic goal
by transforming the reward function automatically. The approach follows the
tradition of potential-based reward shaping which we introduce first.

127



777

Chapter 7. Planning for Potential Learning to Behave

7.5.1 Reward shaping
Shaping is a technique within RL in which the original MDP M : ⟨S,A, T,R, γ⟩
is replaced with a surrogate M ′ : ⟨S,A, T,R′, γ⟩ in order to guide the learner.
It is desirable that R′ is easier to learn but yields only optimal policies that are
also optimal under the original R. Ng, Harada and Russell [254] showed that
R′ = R + S with shaping function S : S × A × S → R such that S(s, a, s′) =
γΦ(s′)−Φ(s) with so-called potential Φ : S → R are the only R′ that guarantee
that any policy optimal in M ′ is also optimal in M if no further information
on transition and reward functions is known. The challenge now consists of
defining a potential function Φ that informs the learner.

In safety-constrained RL, knowledge about the task is available in sym-
bolic form in the safety component. To use this knowledge, a description of
state-action tuples associated with high reward are described in symbolic form.
The distance to this symbolic goal is established with planning. By comparing
distances prior to and after taking an action, we know whether that action
contributed to reaching the symbolic goal. The agent is informed of this with
potential-based reward shaping, hence we call this approach planning for po-
tential (abbreviated P4P).

7.5.2 Algorithm
P4P is listed in Algorithm 4. For a given safety constraint and MDP abstrac-
tion, a safety game and shield are computed following Alshiekh et al. [5]. Next,
a map of potentials Φ is computed for all safe states of the safety game, after
which the learning loop begins. This is a traditional RL learning loop with two
modifications: actions are selected from the set of safe actions (line 11) and the
reward is augmented with the difference between potentials (line 15).

Algorithm 5 lists how the map of potentials Φ can be computed. The
minimum number of transitions, or shortest distance, from each state to the
goal state are determined using symbolic planning. These distances can be
derived prior to interacting with the environment and with minimal knowledge
of the MDP transition function. This makes them well suited as a signal
of progress for an exploring agent in a safety-constrained environment. The
algorithm presented here computes potentials for all states upfront. Although
limited in terms of scalability with respect to the safety game state space, this
simple approach will suffice for many settings for two reasons. Firstly, the safety
game only includes aspects of safety and this ‘abstraction’ over the full MDP
yields relatively small safety games. Secondly, the calculation of these values is
a one-time operation that is easily dwarfed by the iterative training approach
of many RL algorithms used in practice. If necessary, however, more elaborate
methods can be applied. Any solution to the unweighted single start shortest
path algorithm tailored to the desired performance characteristics can be used.
More so, the distances and potentials can be calculated in an online fashion,
i.e. deferring the calculation of these values for all states to the moment of first
visiting them to increase scalability for settings with a large number of safety
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Algorithm 5 Planning-based potentials Φ.

Input: safety game G, goal σg

Parameters: cost c > 0
Output: potentials Φ

1: Initialize Φ for all states in F
2: Initialize dist for all states in F
3: for all state ∈ F do
4: dist(state)← CalcDist(state)
5: end for
6: return Φ
7: procedure CalcDist(state)
8: minDist←∞
9: for all σs, σa ∈ ΣI ,ΣO do

10: if σg ⊆ σs ∪ σa then
11: return 1
12: end if
13: next← δ(state, σs, σa)
14: if next ∈ F then
15: dist← CalcDist(next)+1
16: minDist← min(dist,minDist)
17: end if
18: end for
19: return minDist
20: end procedure
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game states that are not visited in practice.
In order to convert distances to progress, the difference in distances to a

goal between the initial state and any other state are calculated. This difference
represents the progress for any given state. It is multiplied with cost parameter
c to offset the ‘costs’ already incurred while moving closer to the goal. A reward
bonus is given to state-action pairs closer to the symbolic goal in accordance to
the inequalities of Theorems 7.2 and 7.4. As P4P uses potentials to augment the
obtained rewards, there are no formal requirements on c except for being > 0
by Theorems 7.2 and 7.4. In the case of stochasticity in updates of estimates
for V and Q, however, the value of c may affect convergence. In this case, c can
be set using knowledge of the domain, tuned as a hyperparameter or estimated
during learning in an online fashion, see Section 7.5.4.

7.5.3 Example
For the safety-constrained environment in Figure 7.1, the goal is to not be in
the parking lot σg : ¬i. This goal can be reached safely by taking any action
in (p2, q1). We can only visit this state by first visiting (p1, q0) which has
potential:

Φ((p1q0)) = c ∗ (∆G((p0, q0))−∆G((p1, q0))
= c ∗ (3− 2) = c

Transitioning from (p0, q0) → (p1, q0) therefore yields an additional reward of
γ ·c. On the other hand, the additional reward for transitioning from (p1, q0)→
(p1, q1) = γ · c− c and effectively reflects the fact that visiting (p1, q1) was not
necessary in order to reach the goal.

The additional rewards supplied to the learning algorithm guide the learner
to prefer certain states and actions. Doing so involves balancing the provided
bias to increase learning without limiting the learner. Two mechanisms in P4P
ensure that the amount of bias is suitable. Firstly, the use of potential-based
shaping ensures that the optimal policy under transformed reward function
is optimal under the original reward as well (see Section 7.5.1). Secondly,
progress in the algorithm is based on the shortest safe path toward the goal in
the safety game. This may be overly optimistic when the trajectories in the
MDP corresponding with this path have low probability. If this is the case,
the learner will observe these trajectories infrequently and the effects of P4P
will be limited. P4P thus successfully leverages all information available at the
symbolic level without overly biasing the learner.

In P4P, distances to a goal are derived by symbolic reasoning and sub-
sequently used to inform a learner via reward shaping. The shaped reward
function is more dense than the original reward function and guides the agent
towards promising regions of the state-action space in exploration phases. Fur-
thermore, rewards are obtained as the agent progresses towards its goal. Thus,
a part of the value assignment problem of RL is already solved for the learner.
Finally, the usage of potential-based shaping guarantees that optimality guar-
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s0start s1 s2 s3 s4 s5 MDP

q0start q1 q2 Safety game

-1 -1 -1 -1 20

-3 19

Figure 7.2: Traces for a successful episode in a hypothetical MDP (top) and safety
game (bottom). Transition labels indicate rewards associated with that transition.

antees for the underlying learning algorithm also apply to P4P, even if the
provided goal is incomplete or incorrect.

7.5.4 Estimation of c

The parameter c in Algorithms 4 and 5 controls the additional rewards given to
the agent for each transition towards a goal in the safety game. As previously
noted, there are no formal requirements on setting parameter c, except for
c > 0 according to Theorems 7.2 and 7.4. Although convergence towards the
optimal policy is not affected by the value of c in the long run, a suitable value
can impact speedups obtained when using function approximation such as in
DRL. In this section, we describe two ways to find a suitable value for c. They
can be used depending on the available upfront knowledge. The first approach
is based on the size of the safety game and existing knowledge of the maximum
obtainable reward. If this knowledge is available, then parameter c can be set
using the following heuristic:

c := R̂max

dist(g0) (7.4)

where R̂max denotes an estimate of Rmax, the maximum of R, and dist(g0)
denotes the distance of the initial state in the safety game to its closest goal as
calculated in Algorithm 5.

Alternatively, c can be tuned in an online fashion from interactions alone.
In order to do so, rewards are to be associated with transitions in the safety
game. Figure 7.2 shows how state transitions in the MDP are associated with
state transitions in the safety game. Although the agent is successful in the
end, a reward of −3 is incurred by transitioning q0 → q1. These ‘costs’ for
safety game transitions are stored in a buffer, averaged and multiplied with −1
in order to establish c in an online fashion. In some environments, reward is 0
most of the time. An example environment is the goal-based environment in
Definition 7.5. In such environments, no rewards are obtained by transitioning
in the safety game. An elegant solution for this problem is to linearly transform
all observed rewards to R≤0 as a first step of estimating c dynamically.
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7.6 Experimental Setup
The experimental setup was designed to answer four specific research ques-
tions: how can RL agents learn safely and efficiently (Q1)? How do different
constraints impact efficiency (Q2)? How sensitive is the proposed approach to
its hyperparameters (Q3)? In order to answer these questions, the proposed
P4P approach was evaluated in two environments. In these environments,
agents were trained in different conditions: a baseline not adhering to the spe-
cification (‘unsafe’), a ‘shielded’ baseline from Alshiekh et al. [5] and three P4P
variants. In the first of these variants, the P4P hyperparameter c is estimated
online as proposed in Section 7.5.4. The other two variants use a fixed value
for this parameter in order to answer Q3. The values are set to overestimate
(‘P4P-o’) and underestimate (‘P4P-u’) the true cost.

7.6.1 Grid world environment
A grid world environment from [5] with an ‘exact’ abstraction was used. Grid
world environments are often used in RL as they are relatively simple to grasp
but include many of the characteristics of more challenging learning problems
and are useful to e.g. test intuitions. In the grid world used here (Figure 7.3a),
being safe does not correlate with high reward. A reward of 1 is obtained when
all regions have been visited in order and 0 otherwise. States in gray can be
visited but are to be avoided according to the safety requirements. The goal
was formulated as area1∧area2∧area3∧area4. Parameter c was estimated in
an online fashion by storing rewards obtained for each transition in the safety
game (see Section 7.5.4). Additionally, we ran experiments with over- and
underestimates for c to answer Q3. These were established as follows. In this
environment, the average cost of a safety game transition can be calculated.
Based on the number of actions necessary to visit all regions safely and the
reward that is obtained, the average cost was established at 8e−3. The cost
parameter was set to c = 1e−5 as an underestimate (P4P-u) and c = 2 as an
overestimate (P4P-o) in order to test robustness to this parameter. All agents
were trained using ϵ-greedy tabular Q-learning with α = .2 and γ = .95 [384].
Exploration parameter ϵ was cooled down linearly from .2 to .01 over the total
number of 1e4 episodes. Episode length and number of violations of the safety
specification were recorded across ten random seeds.

7.6.2 Conversational Recommendation Environment
sd A realistic and high-dimensional environment from the banking domain
was included due to the availability of real-world constraints from Chapter 3.
In this conversational recommendation environment, the agent interacts with
a simulated user. The task is to recommend a product and provide the desired
information in a minimal number of turns. Reward is specified as follows: each
conversation turn yields a reward of −1 and at the end of each conversation,
an additional reward of 20 is obtained if the provided information meets the
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Prop. Explanation

APO

rec The agent makes a recommendation.
e The agent explains the expected result of a recom-

mended product.
ena The agent explains the need for analysis of the cus-

tomer profile.
dsp The agent discloses the customer profile.
dvp The agent recommends a product that deviates from

the risk profile.

API

ok The objective of the customer is known.
cdvp The customer confirms they want to deviate from

their risk profile.
vp The customer verifies the risk profile disclosed by

the agent.
ue The customer indicates to understand the explana-

tion of the result.

Table 7.1: Atomic propositions in the recommender environment.

φ# Regulatory statement Specification
1 Explain the expected result, check

whether it is understood
G(rec→ ((e ∨ rec) W ue))

2 No recommendation if the profile has
been disclosed but not verified

G(dsp→ (¬rec W vp))

3 No deviation from risk profile until cus-
tomer confirms deviation

¬dvpW cdvp

4 No recommendation until customer ob-
jective known

¬rec W ok

5 No recommendation until the customer
profile has been disclosed

¬recW dsp

6 No recommendation until the need for
analysis has been explained

¬rec W ena

Table 7.2: Formalization of regulatory safety statements into LTL specifications.
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information need and 0 otherwise. The unconstrained action space consists of
38 actions. States are each represented by a boolean vector with length 136
that describes beliefs over the customers preferences and the dialogue history.
The dimensionality of the state-action space is 38 × 2136 and makes this a
challenging problem for which function approximation is necessary.

Realistic constraints were constructed from a real-world regulatory doc-
ument . All statements pertaining to the interaction between a bank and
customers were extracted from this document and formalized in consultation
with two domain experts. The vocabulary used in the specification is listed in
Table 7.1 and the specifications are listed in Table 7.2. Separate specifications
were used to gauge the impact of different constraints (Q2). Accuracy was
recorded for random rollouts for each separate constraint as a proxy for the
‘difficulty’ of the constraint. Constraints are presented in decreasing difficulty
in Table 7.2. Increasingly difficult specifications were created by combining
separate specifications: φ1,2 = φ1 ∧φ2, φ1,2,3 = φ1,2 ∧φ3, . . . , φ1−6 =

∧
φ1,...6.

For all constraints, the goal rec was used.
Agents were trained in eight conditions: a baseline, P4P with online es-

timated c (P4P), P4P with an overestimate of c (P4P-o) and P4P with an
underestimate of c (P4P-u), all for both the unsafe and shielded case. The
under- and over-estimates of c were determined as follows: the reward of a dia-
logue turn is −1. However, only some turns result in a transition in the safety
game. Therefore, 1 is a reasonable underestimate for c. The overestimate was
based on the average number of turns used by an unconstrained agent. After
training, it requires on average seven turns to complete the task. Therefore,
we used c = 8 as an overestimate for each single transition towards the goal.

For each condition, five agents with different random seeds were trained
on 30K dialogues. After every 1K dialogues, performance was measured on
500 test dialogues. Rewards, accuracy, number of dialogue turns and safety
specification violations were recorded. All agents use ϵ-greedy DQN where ϵ is
linearly cooled down from .3 to ϵf = .05 and with a learning rate α = 1e−4.
These hyperparameters were selected after a grid search on ϵs ∈ {.3, .5, .9},
ϵf ∈ {.05, .3} and α ∈ {1e−3, 1e−4}.

7.7 Experimental Results

7.7.1 Grid world environment
Figure 7.3b shows episode lengths for all included agents in the grid world
environment. P4P converges toward an optimal policy quickly (Q1). As a
result of the ‘exact’ abstraction, the potentials reflect progress made for every
time step. P4P significantly outperforms both safe and unsafe baselines, which
both achieve optimal behavior eventually. More so, we see that both P4P-
u and P4P-o converge faster than P4P (Q3). This is explained by the fact
that P4P requires a short phase where an appropriate estimation of c is to
be learned. Additionally, we see comparable results for P4P-o and P4P-u,
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Figure 7.3: Grid world with start position ‘s’. Positions marked in gray are to be
avoided.

Unsafe Safe
Baseline P4P Shielded P4P

Reward 5.43± 1.94 6.43± 1.94 −11.93± 1.73 5.82± 1.96
Acc. (%) 65.84± 2.75 79.60± 2.74 0.00± 0.00 79.16± 2.74
Viol. (%) 80.16± 11.36 74.00± 7.49 0.00± 0.000 0.00± 0.000
Turns 7.73± 1.539 9.49± 1.591 11.93± 1.730 10.01± 1.561

Table 7.3: Recommendation environment test set results (mean ±95% confidence
interval). Bold denotes significant improvements w.r.t. baseline/shielded.

which is explained by the relatively small effect of shaping reward scale on
the probability of selecting a particular action in the case of ϵ-greedy tabular
Q-learning.

7.7.2 Conversational Recommendation environment
Performance metrics for all agents in the conversational recommender envir-
onment are listed in Table 7.3. The shielded baseline does not learn to solve
the task at hand, i.e. average accuracy is 0.00. In contrast, accuracies for P4P
are comparable to the unsafe baseline (Q1). Finally, all unsafe agents viol-
ate the specification: rewarding safe behavior is not sufficient for a safe agent.
Figure 7.4 shows the accuracy of the tested approaches on varying constraints
(Q2). P4P performs comparable to the unsafe baseline and comparable to or
better than the safe baseline. Benefits of P4P grow as problems become more
constrained (Q2).

We continue to investigate sensitivity to the c parameter by comparing the
results between P4P variants (Q3). We first revisit Table 7.3. Both P4P vari-
ants converge to high reward policies without a significant difference in reward,
accuracy or number of turns between the two variants. However, Figure 7.4
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shows differences in data efficiency. Specifically, P4P with c = 8 converges to
high rewards faster than the c = 1 variant. The signal for progress with respect
to the safety constraints is more prominent with c = 8 without harming overall
performance.

7.8 Discussion
This work set out to address the problem of efficient and provably safe RL
in settings where being safe need not be associated with high rewards. We
formally introduced environments with symbolic safety constraints and showed
that the performance of safe policies are only expected to perform equally to
unsafe policies in a special case. We analyzed how constraints impact expected
future rewards and showed a relation between expected rewards and the pro-
gress toward a goal in an automaton representation of the available symbolic
knowledge.

We then proposed an algorithm to scale safe RL with constraint complexity
based on symbolic reasoning. Reasoning is used to infer progress towards a
symbolic goal. A reinforcement learner is then infused with this progress signal
using additional rewards, following the convention of potential-based reward
shaping. We evaluated the so-called P4P algorithm on two existing environ-
ments, one of which with real-world constraints. We found that it significantly
outperforms baselines and scales well as problems become more constrained.
Additionally, we introduced an approach for tuning its single additional hyper-
parameter in an online fashion and showed that the algorithm is robust against
various values of this parameter.

In P4P, safety constraints are expressed at a symbolic, intensional level and
need not align with large total rewards. Such problems are abundant in e.g.
regulated domains such as healthcare and finance. Here, regulatory constraints
prevent rare yet undesirable events, unwelcome long-term effects and negative
externalities. P4P exemplifies that safety in RL can be achieved at negligible
performance penalty if learning and reasoning are combined.

The findings presented here inspire various directions for future work.
Firstly, we have seen that constraints have a varying effect on learning effi-
ciency. It would be useful if these could be estimated analytically and up-front
by building on the framework of safety-constrained environments as first intro-
duced by [5]. Secondly, there is an interesting direction in altering the approach
to be applicable to settings that do not necessarily involve safety constraints,
but where knowledge about suitable policies is available at a symbolic level. Of
particular interest here is the decomposition of the full RL task in subtasks,
as has been proposed recently by [9, 160]. The use of constraints may be an
interesting alternative if more fine-grained symbolic information is not avail-
able. Thirdly, the approach presented here can be combined with methods that
learn a set of symbolic labels for the state and action spaces or that learn an
automaton representation of the problem [142]. This is of particular interest if
the safety constraints are not strict, because learning these requires violation
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of the constraints during early stages.
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Figure 7.4: Test set results in an increasingly constrained recommendation envir-
onment (mean and 95% confidence intervals).
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8
Reinforcement Learning with Option Machines

Reinforcement learning (RL) is a powerful framework for learning complex be-
haviors, but lacks adoption in many settings due to sample size requirements.
We introduce a framework for increasing sample efficiency of RL algorithms.
Our approach focuses on optimizing environment rewards with high-level in-
structions. These are modeled as a high-level controller over temporally exten-
ded actions known as options. These options can be looped, interleaved and
partially ordered with a rich language for high-level instructions. Crucially,
the instructions may be underspecified in the sense that following them does
not guarantee high reward in the environment. We present an algorithm for
control with these so-called option machines (OMs), discuss option selection
for the partially ordered case and describe an algorithm for learning with OMs.
We compare our approach in zero-shot, single- and multi-task settings in an
environment with fully specified and underspecified instructions. We find that
OMs perform significantly better than or comparable to the state-of-art in all
environments and learning settings.

Based on [P3]:
Floris den Hengst, Vincent François-Lavet, Mark Hoogendoorn, and Frank
van Harmelen
Reinforcement Learning with Option Machines
Proceedings of the Thirty-First International Joint Conference on Artificial
Intelligence, IJCAI-22
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8.1 Introduction
Reinforcement Learning (RL) is a powerful framework for learning complex
behaviors. Sample effiency, however, remains an open challenge in RL and pre-
vents adoption in many real-world settings [86], Chapter 2. Sample efficiency
is often improved with knowledge of a good solution, e.g. with demonstrations,
increasingly complex tasks [29], intermediate rewards [254] and by decomposing
the task into subtasks that are easier to learn [83].

Recently, approaches have become popular for making RL more sample
efficient with high-level symbolic knowledge. These methods combine the clear
semantics, verifiability and well-understood compositional and computational
characteristics of symbolic methods at a high level of abstraction with the power
and flexibility of RL at large, low-level action and state spaces [48, 157, 160, 212,
359, 394], Chapter 7. These works demonstrate that symbolic instructions form
a compelling complement to RL. A drawback of existing methods, however, is
that they require the instructions to fully define the task at hand. Specifically,
these assume that high rewards are always obtained if the instructions are
followed. Such rich instructions, however, may be hard to attain in practice.
Firstly, knowledge of a good solution may be tacit. Secondly, the solution space
may be so large that only partial instructions are feasible, e.g. chess opening
and closing strategies. Finally, the quality of a solution may not be known a
priori, e.g. when it depends on the agents’ capabilities or user preferences as
in Chapter 2.

We therefore target a setting in which an agent is to optimize an environ-
ment reward with the help of underspecified instructions. These instructions
define a solution at a high level of abstraction and, crucially, do not define
the task at hand completely: following these instructions does not guarantee a
high environment reward. Such instructions are abundant in a vast range of do-
mains, including driving directions and clinical guidelines. In this chapter, we
propose and evaluate a framework for sample-efficient RL with underspecified
instructions.

The framework consists of a high-level controller over a set of temporally
extended actions known as options [335] and uses a formalism that allows for
looping, interleaving and partial ordering of such options. The policies for these
options are trained to optimize an environment return and can be reused both
within a single task and across tasks. We compare our approach with the state
of the art on an environment with instructions that fully specify the task and
an environment in which the instructions are underspecified.

In summary, the contributions of this chapter are:

• the first approach to increase sample efficiency of an RL agent with high-
level and underspecified instructions;

• methods for specification, control and learning for options with rich ini-
tiation and termination conditions;

• intuitive instruction semantics that allow reuse of options both within a
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single task and across multiple tasks;

• state of the art performance in a single-task setting and significant out-
performance of the state of the art in zero-shot and multi-task settings
across environments with fully specified and underspecified instructions.

After comparing our approach to related work and introducing preliminaries,
we introduce our framework in Section 8.4. We detail how instructions are form-
alized and used for control, then present a learning algorithm in Section 8.5,
an experimental evaluation in Section 8.6 and a discussion in Section 8.7.

8.2 Related Work
The literature on improving RL sample efficiency is vast and contains many
task- or domain-specific approaches. We limit the discussion here to generic
methods for expressing and supplying knowledge to the learner.

8.2.1 Hierarchical RL
Our work uses the expressive formalism of finite state transducers (FSTs) to
specify initiation and termination conditions of temporally extended actions
and can hence be seen an extension of the options framework [335], see Sec-
tion 8.3.1. Our framework specifically proposes the use of a, to the best of our
knowledge, novel kind of option with non-Markovian initiation and termination
conditions, see Section 8.4.3. In the context of hierarchical RL, both sequential
[325] and subroutine-based [83] formalisms have been used to define options.
Unlike our proposed approach, these formalisms do not allow for interleaving,
looping or partial ordering of options.

8.2.2 Classical Planning and RL
High-level control with classical planning and primitive control with RL goes
back to Ryan [305] who proposed to use plans obtained from high-level teleo-
operators mapping states to suitable behaviors. Another early example used
STRIPS planning and was extended with reward shaping [132, 134]. More
recently, Yang et al. [394] and Lyu et al. [212] proposed to use an action lan-
guage from which subtasks are derived. Solutions to these are combined to
solve new tasks and are optimized using intrinsic rewards. Illanes et al. [160]
introduced the problem of ‘taskable RL’ and propose a solution based on decom-
position. Unfortunately, these works all require a planning goal that specifies
the task completely and requires a planning model whereas our approach is
robust against underspecified instructions and relies on instructions formalized
as an FST which can be specified as e.g. LTL constraints.
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8.2.3 Automata, Temporal Logics and RL
The first to recognize that automata can drastically improve RL sample ef-
ficiency were Parr and Russell [260]. They proposed a ‘hierarchy of abstract
machines’ to constrain the agent action space. This work was extended by it-
eratively refining the automata with data [194, 195]. These automata operate
on primitive actions and have no abstraction over actions.

Another line of work proposes to specify tasks in temporal logic formulas.
These formulas are then converted into a reward function with the aim for the
agent is to learn how to satisfy the formula [37, 108, 199, 306], Chapter 7.
These works require the full task to be specified whereas we target optim-
izing an unknown environment reward function using possibly underspecified
instructions.

Some works consider decomposition of tasks specified in a temporal logic
formula with the option framework. Andreas, Klein and Levine [9] introduced
an approach for learning modular behaviors over sequences of subtasks. This
approach optimizes an environment reward but does not support looping or
interleaving subtasks and requires learning when to switch to a new subtask.
Toro Icarte et al. [359] similarly learn a policy per subtask, but infer subtasks
from an LTL formula using LTL progression. The same authors propose to
learn a policy per state of an automaton representation of the formula [48,
157]. These approaches specify temporally extended behaviors implicitly, i.e.
there is no transparency at the meta-controller level, whereas we use explicitly
named options. Reuse of options is therefore limited and their approach may
not be applicable to certain zero-shot settings. On top of this, many policies
may need to be learned, as the size of the automaton may grow exponentially
in the size of the formula. Most importantly, these approaches also require that
the entire task is specified upfront, whereas we target optimizing an unknown
environment reward with possibly underspecified instructions.

8.3 Preliminaries

8.3.1 Reinforcement Learning
The RL framework can be used to maximize the amount of collected rewards in
an environment by selecting an action at each time step [338]. Such problems
are formalized as a Markov Decision Problem (MDP) M : ⟨S,A, T,R, γ, S0⟩
with a set of environment states S = {s1, . . . , sn}, a set of agent actions A =
{a1, . . . , am}, a probabilistic transition function T : S × A → P(S) function
R : S×A×S → [Rmin, Rmax] with Rmin, Rmax ∈ R, a discount factor γ ∈ [0, 1)
to balance current and future rewards and S0 a distribution of initial states at
time step t = 0. At each time step t, the agent observes an environment state
st and performs some action at ∼ π ∈ Π : S → P(A) and collects reward rt =
R(st, at, st+1). An optimal policy π∗ yields the highest obtainable discounted
cumulative rewards. For complex tasks it may be difficult to discover any
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Figure 8.1: Option Machine for the pie recipe from Example 1 with envir-
onment events {smooth, pie-plate-filled, golden, topping-applied} and options
{mix, fill, bake, make-topping, pantry-topping}.

positive rewards. The agent can be given progressively more complex tasks
known as curriculum learning [29].

Actor-Critic Methods

Actor-critic (AC) methods optimize a set of weights θ on which the policy is
conditioned: a ∼ π(s, ·; θ) [182, 389]. This actor is itself optimized with an es-
timated state-value v̂π(s; w), conditioned on a second set of weights w referred
to as the critic. Both sets of weights can then be optimized with the following
update rules for given step sizes αθ, αw > 0 and a given interaction with the
environment (st, at, rt, st+1) and resulting return g =

∑∞
j=t γ

j−tR(sj , aj , sj+1)
at time t:

w← w + αw(∇v̂(st; w)
)(
g − v̂(st; w)

)
(8.1)

θ ← θ + αθ
(
∇logπ(st, at; θ)

)
v̂(st; w) (8.2)

Options

The option framework introduces an abstraction over the space of actions [335].
The agent selects a ‘primitive’ action a ∈ A or ‘multi-step’ action at each time
step. These options are formalized as a tuple ⟨I, π, β⟩ where I : S → {0, 1} a
function indicating in which states the option can be initiated, π a policy that
controls the agent when the option is active and β : S → {0, 1} a termination
function that determines when the option becomes inactive. If the options are
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trained with an actor-critic method then each option o can have its own actor
θo and critic wo. We denote the sets of all actors and critics for all options as
Θ and W.

8.3.2 Finite State Transducers
Transducers are a generalization of finite state machines for control and define a
mapping between two different types of information. We focus on deterministic
FSTs whose output is determined by its current state and input, known in
literature as a Mealy machine. We define a FST as a tuple φ : ⟨Σ,Ω, Q, I, F, δ⟩
where Σ is a finite input alphabet, Ω a finite output alphabet, Q a finite set of
states, I ⊆ Q the set of initial states, F ⊆ Q the set of terminal or final states,
δ : Q × (Σ ∪ {ϵ}) → Q × (Ω ∪ {ϵ}) a transition functions where ϵ the empty
string [232]. A FST can be specified in a temporal logic such as LTL and then
converted to a FST with out-of-the-box tools [236].

8.4 The Option Machine Framework
In this section we introduce a framework for using underspecified instructions
in RL. Specifications for Option Machines (OMs) can be underspecified in two
ways. Firstly, the instructions specify what to do at a high level of abstraction
rather than at the level of primitive actions. Secondly, a policy following the
instructions in OMs is not assumed to always get high environment rewards.
This contrasts with most related works, in which following the instructions is
equated to high environment rewards. OMs, in contrast, use the environment
reward as the canonical definition of the task and leverage instructions for reuse
of obtained knowledge, improved exploration and better reward attribution.
Example 1. A recipe gives instructions for a particular type of pie. While each
type of pie is a separate task, recipes refer to common steps such as mixing
ingredients, pouring, baking etc. Solutions for these steps can be reused across
recipes. A recipe may be underspecified and not guarantee a tasty result as
baking requires more knowledge than just the recipes.

We now introduce OMs formally from the perspective of a curriculum of
tasks. An OM curriculum is defined as a tuple C : ⟨S,A, T, γ,R, P,Φ, L⟩ where
S,A, T, γ are defined as usual in RL, see Section 8.3.1. Tasks R are formalized
as a set of environment reward functions, P a probability distribution over
tasks R and instructions Φ as a set of FSTs. Each φi ∈ Φ corresponds to a
particular task Ri and has some Σi of environment events as its input alphabet.
We assume that a function for detecting these events L : S →

⋃
Φ Σi is available.

The main loop can be found in Algorithm 6 and contains components for control
and learning.
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8.4.1 Instructions as an Option Machine
Our approach uses high-level instructions for a given task. In particular, in-
structions define traces of high-level behaviors based on high-level descriptions
of environment states. This allows for the intuitive formalization of e.g. a
recipe.
Example 1. (cont.) A recipe ‘mix ingredients until smooth, fill pie plate and
bake in oven at 180◦C until golden. Apply a home-made topping or use a
topping from the pantry to finalize the pie.’ See Figure 8.1 for an example OM.

High-level descriptions of states consist of events that the agent can detect
in the environment. These are formalized a set of atomic propositions AP I ,
to which some truth value in Σ : 2AP I can be assigned. Σ corresponds to the
input alphabet for the FST associated with the current task. We assume that
some function L : S → Σ for detecting these events in states is available, e.g.
as a handcrafted or pretrained component. We return to our running example
before we look at how events are used for high-level control.
Example 1. (cont.) Events {smooth, pie-plate-filled, golden} can be iden-
tified from pixel-level states.

High-level Behaviors are actions that take multiple time steps and can be
reused across tasks. These are formalized as options and denoted with a set
of atomic propositions APO, to which some truth values in Ω : 2AP O can be
assigned. At each time step, the permissible options in an OM are determined
by this FST output. The current FST state qt and detected events L(st) trigger
some FST transition δ

(
qt, L(st)

)
which produces a new FST state qt+1 and an

output ωt ∈ Ω ∪ ϵ. The ‘true’ propositions in ωt are interpreted as the set of
permissible options at that particular time step and are denoted Ot ⊆ APO.
An OM consists of policies associated with options, a FST that specifies which
options are permissible and a mechanism to select from these. We discuss
selection mechanisms in the next section. If no options are explicitly defined,
then this is represented by the empty string Ot = {ϵ}. We treat this is a
particular output for which the agent uses a dedicated fallback option.
Example 1. (cont.) Figure 8.1 shows that mix is the only permissible op-
tion until the event smooth is detected. From this point onward, the op-
tion fill is permissible until the event pie-plate-filled becomes true etc.
When the event golden has been detected, the two options make-topping and
pantry-topping become permissible simultaneously.

8.4.2 Control with Option Machines
Control in the OM framework assumes a given task Ri with corresponding
FST φi and has a two-level structure, see Algorithm 7. At the upper, meta-
controller level, a suitable option is selected using φi. The policy for this option
is then executed at the lower level and generates a primitive action at ∈ A to
be executed by the agent. In particular, an option is selected based on the FST
output. This output defines one or multiple permissible options Ot. For now,
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we simply assume these policies to exist and leave the details on how these are
optimized from interactions with the environment to Section 8.5.
Example 1. (cont.) It may not be clear to a recipe author whether their
audience has the right actuators to create a topping. Further, it may not be
known whether e.g. pantry toppings are available.

We compare three approaches to select an option from Ot. The first ap-
proach assumes a total ordering over all options APO which fixes the selected
option as the highest-ranked permissible option in Ot. This ‘fixed’ approach
does not incorporate learning in the upper level of control but it comes with the
benefit of stability of agent behavior. The other two approaches do incorpor-
ate learning in the upper level of decision-making and both use option-specific
state-value estimates v̂(s; wo). The first of these simply selects an option o
from the permissible options Ot greedily:

f(Ot, s,W) = arg max
o∈Ot

v̂(s; wo) (8.3)

The greedy approach, however, may result in frequent switches between op-
tions, e.g. when estimates are inaccurate during early phases of learning or
when all permissible options yield a similar return. To mitigate this, we intro-
duce a ‘sticky’ mechanism that defaults to selecting the previous option ot−1 if
it is permissible and greedily otherwise:

f(Ot, s, ot−1,W) =

ot−1 if ot−1 ∈ Ot

arg max
o∈Ot

v̂(s; wo) otherwise (8.4)

8.4.3 Reusable Policies and Non-Markovian Options
Policies in the OM framework have names APO and can therefore easily be
reused within a task or across tasks. For example, the policy for mixing in-
gredients can be used for mixing both the dough and the filling in a single
cake recipe. Additionally, multiple recipes may require mixing dough. Named
options enable reuse of policies in e.g. a zero-shot setting where an unseen task
can be solved by combining previously encountered options.

The initiation and termination condition of options in our framework
are defined by the FST and based on the history of observed events
L(s0), L(s1), . . . , L(st). These conditions are therefore non-Markovian. This
enables powerful yet intuitive control, including looping and interleaving of
options.

8.5 Learning with Option Machines
In this section we look at the problem of learning optimal policies for options
from environment interactions generated by a sequence of these options. A key
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Algorithm 6 Main loop

Input: curriculum C : ⟨S,A, T, γ,R, P,Φ, L⟩, parameterizations π(·; s,θ) and
v̂(s; w)
Parameters: learning steps N , batch size D
Output: set of actors Θ and set of critics W

1: i← 0, D ← ∅, Θ← ∅, W← ∅
2: ∀o ∈ APO ∪ ϵ, add random weights θo to Θ, wo to W.
3: while i < N do
4: while |D| < D do
5: sample (R ∈ R, φ ∈ Φ) ∼ P .
6: d← rollout for task R and instructions φ. {Alg. 7}
7: D ← D ∪ d.
8: end while
9: update parameters Θ,W with D. {Alg. 8}

10: i← i+ 1.
11: end while
12: return Θ,W.

challenge here is to attribute rewards to the appropriate option. If an option
was in control at a particular point in time, should future rewards be attributed
to this option or not? First, however, we detail how instructions in OMs can
be used to guide the agent with shaping rewards.

Shaping rewards are small positive (or negative) intermediate rewards for
actions or states that are promising (or to be avoided). These can be defined
based on prior knowledge of a good solution. For example, a small positive
reward can be given for solving a subtask such as successfully baking a pie
crust. The usage of the FST formalism gives a very natural way to delineate
subtasks using FST states. In particular, if the FST transitions from some
state q to another state q′ ̸= q, a preset shaping reward ρ can be applied to
inform the agent that it is progressing according to the instructions. Shaping
rewards can be defined naturally in our approach.

We now turn to the problem of attributing rewards to options and propose
a method to address it using FST state information. We first consider the
simple case where a single option o was active while visiting a FST state q. In
this case, a transition from q to another state q′ ̸= q must have been caused
by the actions sampled according to that options’ policy θo. Hence, future
rewards should be used to update that options’ policy. The case of multiple
options executing before a transition to a new state, however, poses a problem.
Reaching the event that triggers this transition requires different policies for
the used options. Hence, these interactions should not be used to update both
options policies naively. We propose to use all interactions for updating only
the policy of the last option executing in a FST state instead.
Example 1. (cont.) In Figure 8.1, a single option will execute while visiting
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Algorithm 7 Control with an Option Machine

Input: finite-state transducer φ, actors Θ, critics W, labelling L : S → Σ
Parameters: shaping reward ρ ≥ 0
Output: episode d

1: initialize o, d← ∅, q ← q0 ∈ φ, observe s.
2: while q and s are not terminal do
3: (q′, O)← δ(q, L(s)).
4: o← select from O. {Equation 8.3 or 8.4}
5: perform action a ∼ π(·|s,θo).
6: observe r and s′.
7: append (s, o, q, a, r, s′) to d.
8: s← s′, q ← q′.
9: end while

10: return d.

states {q0, q1, q2}. During visits to q3 both make-topping and pantry-topping
may execute (although not at the same time) until the topping-applied event
is observed. If pantry-topping last executes before the event topping-applied
is observed then this option’s policy will be updated during learning.

Algorithm 8 lists a learning algorithm that implements these ideas on reward
shaping and reward attribution. First, the final automaton state and active
option are extracted and both the discounted cumulative environment return
ge and shaping return gs are initialized (lines 1-6). In lines 8-12, the last
executing option o in a particular FST state q is set as the target option o′

to optimize and the shaping rewards are calculated. These are added to the
total reward (lines 14-15) and used to update the actor and critic parameters
(lines 16-17). The learning algorithm thus leverages FST state information in
two ways: firstly, shaping rewards can be supplied to promote exploration and
reinforce subtask completion and secondly, interactions are mapped to a single
option to ensure that the parameters of the appropriate option are updated.

8.6 Experiments
In this section, we provide an empirical evaluation of OMs in an environment
with both fully specified and underspecified instructions. We evaluate OMs
in single-task, multi-task and two zero-shot settings to answer the research
questions:

1. Do the instructions improve sample efficiency?

2. What are effects of named options and reward shaping?

3. Which option selection method to use?
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Algorithm 8 Learning with Option Machines

Input: actors Θ, critics W, episodes D
Parameters: learning rates αθ,w, shaping reward ρ, discount factor γ
Output: updated actors Θ and critics W

1: for all d ∈ D do
2: d′ ← reverse episode d.
3: q′ ← q ∈ d′[0].
4: o′ ← o ∈ d′[0]. {option to train}
5: ge ← 0. {environment return}
6: gs ← 0. {shaping return}
7: for all (s, o, q, a, r, s′) ∈ d′ do
8: if q ̸= q′ then
9: o′ ← o. {update option to train}

10: gs ← ρ. {add shaping rewards}
11: else
12: gs ← γgs. {discount shaping return}
13: end if
14: ge ← γge + r. {update environment return}
15: g ← ge + gs. {total return}
16: θo′

+← αθ
(
∇logπ(a|s,θo′)

)(
g − v̂(s,wo′)

)
.

17: wo′
+← αw(∇v̂(s,wo′)

)(
g − v̂(s,wo′)

)
.

18: end for
19: end for
20: return Θ,W

We include versions of OMs for each of the option selection mechanisms
described in Section 8.4.2: OM-fixed selects based on an arbitrarily fixed or-
der, OM-greedy selects according to Equation 8.3 and OM-sticky according to
Equation 8.4.

8.6.1 Baselines
We compare option machines to three state-of-the-art approaches. Firstly, we
include the ‘sketch’-based approach proposed by Andreas, Klein and Levine [9].
This approach targets the multi-task setting, uses a sequence of subtasks rather
than the richer representation proposed here and learns option termination
conditions. Secondly, we compare to reward machines (RM) by Icarte et al.
[157] which assume that the instructions specify the task fully and require that
the training and evaluation subtasks use the same events. This is not the case
for the tasks included here and we therefore do not include RM in the zero-shot
setting. For all algorithms, we use AC as the base learner and we include a
vanilla AC baseline per task in the single-task setting, denoted ‘RL’.
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Figure 8.2: Total environment rewards per episode in the single- and multi-task
setting on two environments.

Option Machines
Env. Setting Sketch Fixed Greedy Sticky
maze isolation 0.09 0.60 N/A N/Aholdout 0.49 0.54
craft isolation 0.03 0.90 0.74 0.73

holdout 0.05 0.86 0.13 0.22

Table 8.1: Zero-shot total environment reward on 1K test episodes. Bold denotes
significant best (Mann-Whitney U, p < 0.01).

8.6.2 Experimental Setup
Two benchmark environments by [9] are used to evaluate the approach. In the
‘craft’ environment, items can be obtained by collecting resources such as wood
and iron and combining them at workshop locations. Instructions may specify
multiple permissible options simultaneously or may fully specify tasks. In the
‘maze’ environment, the agent must navigate a series of rooms with doors. An
event detector describes whether the agent is in a door or not. Critically, it
does not differentiate doors leading to the desired room from other doors. As a
result, instructions are underspecified. Furthermore, instructions only permit
one option at a time. We therefore do not include OM-greedy and OM-sticky
in this environment.

An existing curriculum learning setup was used for multi-task learning [9].
Initially, only tasks associated with two options are presented. Once the mean
reward on these reaches a threshold of 0.8, this limit is incremented. Tasks
within this limit are sampled inversely proportional to the obtained reward.
Results were selected with a grid search over hyperparameters. Shaping re-
ward hyperparameters ρ = 0 and ρ = 0.1 were selected for the maze and
craft environment respectively. We report averages over five random seeds. A
detailed description of the environments, tasks, hyperparameters etc. can be
found in Appendix D.
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8.6.3 Results
Single-task Results

The two leftmost graphs in Figure 8.2 show the single-task results on all tasks
consisting of more than two options. The maze environment proves too challen-
ging. The reason is its inherent exploration problem which cannot be mitigated
by the instructions. Following these does not guarantee solving the task and
hence shaping rewards do not help. In the craft environment, shaping is use-
ful: the RM and OM-fixed approaches significantly outperform all others. The
usage of named options has negligible effects as RM and OM-fixed perform
similarly. Finally, we see a slight advantage of using the sticky option selection
over its greedy counterpart.

Multi-task Results

The two rightmost graphs in Figure 8.2 show that the instructions improve
sample efficiency as our approach significantly outperforms all baselines. In
the maze environment, this can all be attributed to the usage of named options
since there are no shaping rewards with ρ = 0. Also, note that RMs fail to
perform in the multi-task setting because they use the instructions as the full
specification of the task. In the craft environment, the instructions do fully
specify the task and shaping rewards increase sample efficiency. A comparison
between OM-fixed and RM indicates that the usage of named options increases
sample efficiency significantly. Again, we see that OM-fixed outperforms the
other OM variants and that using sticky option selection provides a slight
benefit.

Zero-shot Results

We evaluate applicable approaches in two zero-shot settings. In the first setting,
policies for all options are trained in isolation and then evaluated on tasks
composed of these options. We include all tasks here. In the second setting,
policies are trained on a set of training tasks and then evaluated on two unseen,
held out, tasks. For OM-based approaches, we execute Algorithm 7 in both
settings. Table 8.1 shows that all of the OM versions significantly outperform
the baseline in both environments. OM-fixed outperforms all OM versions.
The difference here is striking in the holdout case.

The holdout setting is challenging since policies are optimized in the context
of tasks other than the evaluation task. As a result, a policy associated with
some option o is positively reinforced if it completes a subtask associated with
a later option o′. If this subtask is not part of the evaluation task, completing
it may harm performance. It could take time and affect later subtasks if these
are not commutative. OM-fixed is less susceptible to this failure mode then
the other variants, as it uses the same delineation across all episodes. This
does not show in the ‘isolation’ training setting where the greedy and sticky
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variants perform significantly better than their counterparts trained in the
holdout setting.

8.7 Discussion
We proposed a framework for sample efficient RL with underspecified instruc-
tions. These are represented with powerful and intuitive FSTs as a natural
way to define shaping rewards and use named options for the reuse of learned
behaviors. Experimental evaluations show state of the art performance in a
single-task setting and significant outperformance of the state of the art in zero-
shot and multi-task settings across environments with fully specified and with
underspecified instructions. We have found indications that shaping rewards
should not be used when instructions do not cover the task at hand completely
but that named options provide a significant benefit. Finally, results indicate
that named options significantly increase performance in the multi-task and
zero-shot settings.

Future work includes the development of a calculus of instructions for RL
with FST operations and the study of ways to derive OMs from interactions
to communicate learned strategies with other agents and humans.
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9
Conclusion

In this chapter, we conclude this thesis. We revisit the topics that have
been addressed and provide answers for the research questions (RQs) posed
in Chapter 1. We reflect on the work presented in this thesis and discuss direc-
tions for future research. We contributed to five research topics that together
shed light on and advance the state of the art of Reinforcement Learning in
human contexts. We first list the key contributions:

1. a framework for including clinical guideline into RL in Chapter 6. Clinical
guideline statements are represented as constraints on the RL state and
action spaces and applied via reward shaping or with an action filter. The
resulting safe policies only select safe actions and outperform clinicians
in a model-based evaluation.

2. a theoretical analysis of RL with high-level symbolic safety constraints
and an algorithm that leverages insights from this analysis in Chapter 7.
The algorithm significantly outperforms a safe baseline in terms of data
efficiency without violating the safety constraints.

3. a framework for RL with instructions, called Option Machines, in
Chapter 8. Specifically, the instructions specify which long-term behavi-
ors are permissible at a high level of abstraction, making them arguably
simple to specify. We proposed algorithms for control and learning within
this framework and show that instructions increase data efficiency. Ad-
ditionally, we show that the framework produces agents that can quickly
solve previously unseen tasks which shows that these agents increase con-
trollability.

4. a framework for categorizing personalization problem settings, RL solu-
tions and evaluation strategies in Chapter 2.

5. two RL-based approaches to personalizing dialogue agents, which improve
the performance of dialogue agents in Chapter 3.
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6. a deep reinforcement learning-based simulation-optimization approach for
decision-making in human contexts where the agent and human commu-
nicate at the level of rewards and policies in Chapter 5 The approach
significantly outperforms a linear programming baseline and the perform-
ance difference grows with increasing environment stochasticity.

7. an overview of best practices for collecting user satisfaction ratings for
dialogue agents, and a software tool that implements these in Chapter 4.

We continue this chapter with a detailed discussion of these key contributions
in the light of the research questions posed in Chapter 1 and treat them in the
same order in which these questions were introduced.

9.1 Reinforcement learning for personalization
In Chapters 2 and 3 of Part I and Chapter 6 of Part II, we investigated RL in
the particular context of personalization. Personalization relates to “the change
of the functionality, interface, information access and content or distinctiveness
of a system to increase its personal relevance to an individual or a category of
individuals” [93]. This allows us to answer research question 1a:

RQ 1a: How has RL been applied to personalization?

The literature survey presented in Chapter 2 shows that RL is an approach to
personalization with increasing popularity. It discusses various RL algorithms
and describes a framework of personalization problem settings, RL solutions
and evaluation strategies. The resulting overview answers how RL can be ap-
plied to personalization: first, the particular problem setting is to be considered.
We identify eight aspects to characterize problem settings. These aspects of
the problem setting can be used to make informed decisions in the design of
the solution.

RL solutions were characterized by seven aspects. These aspect together
shed light on the nature of the RL solution. Any particular application of RL to
personalization will include these aspects to some degree. Our categorization
and survey of existing work can be used by researchers and practitioners, to
structure their design process, learn from previous endeavors and make use of
best practices.

Performance measures of RL solutions to personalization can be obtained
using various strategies. Evaluation depends on the problem context and solu-
tion design and can be performed in simulation, on real-life data and in a ‘live’
setting by interacting with users directly. Furthermore, evaluation may include
baselines without personalization and non-RL-based personalization strategies
in order to attribute effects fairly. We advise to always include these baselines
to ensure that the deployment of a RL solution is warranted.

We have used these insights to develop and evaluate a personalized dialogue
agent in Chapter 3. In the former, we have implemented multiple versions of
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the RL agent based on RL algorithms and the usage of traits of the user in the
learning process. In the first usage pattern, traits of the user were included in
the agent state representation whereas traits were used to segment the total
user population into separate groups in the second pattern. In our evaluation,
we included both RL-based approaches, non-RL approaches, approaches with
personalization and approaches without personalization. We have found in an
empirical evaluation that approaches with RL for personalization outperformed
other approaches.

Our insights were additionally used in developing and evaluating an agent
for optimizing mechanical ventilation settings in Chapter 6. In this applic-
ation, aspects of suitability of the outcome (specifically, safety) and upfront
knowledge were key aspects (guidelines and prior experiences) in the solution
design. We employed a well-known algorithm and extended it with safety guar-
antees by including the safety constraints in the learning process. We trained
and evaluated RL policies on observational data only, an approach known as
off-policy policy evaluation that ensures that no additional experimentation on
humans is necessary.

9.2 Adaptive dialogue agents
We have made contributions to the field of dialogue agents. This application
area is notable as it pertains to a human context in which agents interact with
users directly and it therefore contains important insights into the usage of RL
in human contexts. We proposed two approaches to adaptive dialogue agents
based on RL and investigate best practices for collecting dialogue satisfaction
scores with third party annotators in Chapters 3 and 4 of Part I, allowing us
to answer research question 1b:

RQ 1b: How can we improve and personalize the decision-
making in dialogue agents with RL?

The two novel approaches presented in Chapter 3 show how RL can be success-
fully applied to personalized dialogue management. With these approaches we
extend the state-of-art on decision-making in dialogue agents with personaliz-
ation. We show that personalization improves the performance of the agents,
and conclude that the two approaches each have benefits and drawbacks. Be-
nefits of the first, state space-based approach include the ability to learn to
only use context when it is beneficial and does not require segmentation or
similarity criteria to be defined upfront; a drawback of this approach is that
the inclusion of additional features in the state space representation may make
the learning problem more challenging. For example, the learner will have to
overcome negative transfer if users with different traits have conflicting desires.
The second, segmentation-based approach, does not suffer from this drawback.
However, it cannot leverage positive transfer at all because it trains the policies
for the segments in isolation. As a result, it may require more data than the
state space-based approach.
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We compare the approaches in an empirical evaluation with a conversa-
tional product recommender by optimizing for an objective measure of quality.
Following conventions in the field, we define this measure based on the qual-
ity of the provided information and the duration of the dialogue. We rely on
a simulator tuned with real-life data. We compare the influence of context
and training experiences on performance. In a comparison between the two
proposed approaches, we find that performance depends on domain, environ-
ment and learning algorithm: no approach dominates the other across settings.
However, we do find that learning-based and personalized dialogue managers
perform better than or comparable to task-specific approaches as well as a
handcrafted gold standard.

While the objective measures used in Chapter 3 is useful for comparing
solutions, it is not useful in evaluating the performance of a task-oriented dia-
logue agent in interactions with real users. Primarily, the objective measure
requires that the information need of the user is known at evaluation time while
this is not the case in practice. Out of the proposed subjective quality metrics,
user satisfaction is typically the ultimate metric to optimize for. User satisfac-
tion ratings are typically obtained from two sources: directly from users and
by annotation of third-party raters. Chapter 4 describes how user satisfaction
ratings can be obtained and presents a tool for doing so. The tool implements
best practices aimed at obtaining high-quality ratings for dialogue: while RL
can be used for personalizing adaptive dialogue agents, their performance can
be adequately measured with third-party annotators with the proposed tool.

9.3 Operations Management in Human Con-
text

We have investigated the use of deep reinforcement learning (DRL) to address
the problem of strategic workforce planning (SWP). SWP provides an interest-
ing problem area from operations management because of (i) its human context
and (ii) the indirect nature in which human and agent interact. The interac-
tion is indirect in the sense that interactions are not at the level of states and
actions, but rather at the level of goals (formalized as reward) and decision
support (formalized as policies). As decisions in SWP directly affect humans,
we have to be sure that the problem formalization is well aligned with the
intended outcome. Additionally, we need to take the unpredictability of hu-
man behavior serious. We have shown that the proposed RL-based solution
contributes to both of these goals. Firstly, we have shown that the solution
allows the optimization of goals that are more generic and more easy to inter-
pret than the state-of-the-art LP approach. Secondly, we have shown that our
proposed solution is more robust to unpredictable human behavior, formalized
as stochasticity in the environment. The findings presented in Chapter 5 in
Part I help in answering research question 1c.

RQ 1c: How can we improve decision-making with RL
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when end-users and agents interact in terms of goals and
solutions?

RL can be applied in a simulation-optimization with a suitable simulator using
the proposed approach. This framework allows for the use of any black-box
simulator that produces a so-called cohort representation of the workforce com-
position. The proposed approach can optimize objectives composed of arbitrary
workforce metrics derived over this cohort representation. Notable examples
are metrics that are nonlinear in the workforce compositions such as particular
cohorts being within certain bounds or metrics. The proposed approach optim-
izes such objectives directly, i.e. without requiring any additional transform-
ations such as linearization. This makes the approach easy to use in settings
where a human domain expert needs to understand the optimization objective
in order to interpret the taken decision.

In the studied use case, we found that the DRL-based approach significantly
outperforms a linear programming baseline on such strategic objectives and
that the difference grows as stochasticity of the environment increases. In
our evaluation, we used historical data of a real-world workforce to derive a
simulator. As a result, the SWP problem can be solved with our framework
using only (a) a formalization of the workforce goals in terms of metrics over the
workforce composition and (b) historical data to derive a simulator from. This
enables the use of SWP beyond simple settings in which the target workforce
composition is known up-front.

9.4 Safe reinforcement learning
In Part II, we explore the combination of subsymbolic RL and symbolic know-
ledge. A particularly useful kind of knowledge is what not to do in safety-critical
human contexts. In particular, we want to provide existing descriptions of
(un)safe behavior. Such descriptions may exist at a high level of abstraction,
i.e. at an abstraction level above that of atomic environment states and agent
actions. We study a setting in which safety constraints are to be avoided both
during and after training in Chapters 6 and 7 in order to answer research
question 2:

RQ 2: How do safety constraints affect RL learning tasks
and how can we improve data efficiency of safe RL?

We have formalized safety constraints from medical guidelines in Chapter 6. In
this particular case, the constraints were defined at the level of RL states. We
compared two approaches of enforcing the constraints. In the first approach,
an unconstrained policy was learned first and then constraints were applied
by adjusting the policy. In the second approach, constraints were incorpor-
ated in the learning process and specifically in the Q-function definition. We
found that the second approach outperformed the former in terms of safety and
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expected return based on a model-based evaluation. Additionally, we identi-
fied challenges with off-policy policy evaluation in cases where the behavior
and evaluation policy are very different – a scenario which may occur from
enforcing constraints.
We have then looked into the scenario where safety constraints have a tem-
poral component in Chapter 7. In this scenario, we have formally introduced
environments with high-level symbolic safety constraints, analyzed how such
constraints impact expected future rewards and showed a relation between
expected rewards and the progress toward a goal in a symbolic, automaton
representation of the safety constraints. We then proposed an algorithm that
leverages this insight. In particular, this algorithm uses symbolic reasoning
to infer progress toward a given goal. The learning agent is then encouraged
toward progress using potential-based reward shaping. The so-called planning-
for-potential algorithm significantly outperformed a safe baseline in terms of
data efficiency without violating the safety constraints. The algorithm scaled
well as problems became more constrained in an empirical evaluation with real-
world constraints and the dialogue agent setting introduced in Chapter 3. We
have empirically showed that an RL agent can learn safely and efficiently with
the proposed algorithm.

9.5 Reinforcement learning with instructions
A second combination of subsymbolic RL and symbolic knowledge that was
studied in Part II entails the usage of symbolic instructions. Similarly to our
work on safe RL, these instructions can be formulated at a high level of ab-
straction, i.e. above the level of atomic states and actions. In contrast to that
work, we here focused on instructions that tell the agent on successful beha-
viors rather than behaviors to avoid. Of note is that these instructions may
be incomplete. By supporting such instructions, we alleviate part of the bur-
den of specification. Secondly, this makes the approach applicable to settings
where complete instructions are not available. In Chapter 8 we study research
question 3:

RQ 3: How can we control RL agents to improve safety
and data efficiency?

We have introduced an approach to RL with instructions called Option Ma-
chines (OMs). In the approach, instructions are expressed using the formalism
of finite state transducers (FSTs). This makes them easy to specify, reusable
across agents and interpretable. The agent then learns behaviors for the steps
in the instructions by interacting with the world. These instructions specify
which long-term behaviors or options are permissible given the history of the
interaction. We proposed algorithms for controlling an agent with these in-
structions and an algorithm for learning behaviors for the options. We train
and evaluate the agent in single-task, multi-task and zero-shot settings. We
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experimented with the use of shaping rewards and found that these are only
useful when the instructions specify the task at hand fully.

Firstly, we found that symbolic instructions increase data efficiency.
Secondly, the zero-shot results indicate that the proposed approach produces
agents that can quickly be set to complete novel tasks, thus making the agent
more controllable. Thirdly, the agent learns long-term behaviors labelled with
human-interpretable names given to the agent, such as ‘obtain wood’ or ‘move
in the northward direction’. This common language for long-term behaviors
can be used for sharing information between the agent and a human, such a
human sharing a task description for a previously unseen task composed of
known behaviors. This common language can be learned via incomplete in-
structions, finalizing the contributions for learning with instructions and this
thesis in general.

9.6 Discussion & Future Work
We have looked into various applications of RL within human contexts and
have proposed several improvements to the field of RL to increase its potential
for impact in human contexts. These contributions create avenues for future
work which we discuss in this section.

9.6.1 Applications of reinforcement learning in human
contexts

In Part I of this thesis, we have looked into various applications of RL in human
context. We have surveyed the literature on RL for personalization in Chapter 2
and proposed an application wherein an RL agent directly interacts with users
in Chapter 3. In doing so, we followed conventions in the field and used a simu-
lator that was tuned on real-world data for training and evaluation. While this
allows full control over experiments and the inclusion of many different solution
configurations, it does not conclusively show that the proposed personalization
approaches outperform the baselines when trained and evaluated on real-world
data. Therefore, we believe a comparison between approaches on real-world
data to be an interesting next step. One of the important prerequisites for
doing so is that we can guarantee the safety of the agents’ behavior, a topic we
have contributed to in the second part of this thesis.

Additionally, we have looked at personalizing the agent based on indirect
user feedback such as dialogue length and accuracy of recommendation. While
the personalization results in better performance according to the objectives
of the owner of the agent, these objectives may not align with the users of
the agent. Additionally, some users may prefer a more direct approach to
personalization of the agent, for example by specifying their objectives such as
“short dialogues”, “only recommend highly likely items” etc. directly. While
this more direct approach to personalization is an interesting one, it may be
limited to expert users. This is in conflict with the entry level interaction
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pattern that dialogue agents offer. Additionally, such direct control measures
can be used in conjunction with our proposed indirect approach, for example by
making personalization an optional feature and by using a variety of techniques
for personalizing different components of the dialogue agent as depicted in
Figure 3.1 with different approaches.

Thirdly, we have taken the content of the conversation as the target of
personalization to align with the used objective measure of dialogue quality. As
our contributions on collecting user satisfaction ratings in Chapter 4 shows, it is
also possible to obtain high quality subjective quality metrics with third-party
annotators. Recently, an impressive dialogue agent application was created
with RL, by fine-tuning a language model for conversations on annotations
created by humans [425]. It would have been interesting to combine these works
by optimizing dialogue satisfaction scores using a personalized approach. We
leave this challenge open for future work.

We have additionally proposed to use RL in a human context with an in-
direct interaction pattern in Chapter 5 on workforce planning. In this chapter,
the user specifies the agents’ goal as a reward function composed of multiple
components. These different components are linearly combined to form the fi-
nal optimization objective in our experiments. It would be interesting to treat
these components separately by following a multi-objective optimization ap-
proach. This would allow the user to learn more about the trade-offs between
the different objective components and alleviates the user from having to bal-
ance the components up-front. We believe that this extension has become
practically feasible with the publication of the code base which includes the
learned simulator used in the experiments.

An additional limitation is our choice for a simulation-optimization ap-
proach. While suitable SWP strategies are learned with our DRL-based ap-
proach, even in challenging scenarios with high stochasticity, their suitability
relies on the accuracy of the simulator. If the workforce cannot be simulated
accurately, our approach does not apply. We argue in favor of the reliance on
a simulator with the following two arguments. Firstly, the use of a separate
and black-box simulator is a strength of the approach, as it allows for scenario-
based planning: separate scenarios can be modelled in the simulator and the
resulting strategies can be analyzed. Secondly, a simulator may be arguably
easy to obtain for the following reasons: if knowledge of the workforce dynam-
ics is available, it should be feasible to create a simulator from that knowledge.
If such knowledge is not available, we may turn to available historical data de-
scribing the workforce. We detail how a simulator can be learned in this case.
In the remaining case where both a simulator and historical data are lacking,
we argue that little can be done to start with.

Although we have contributed to the application of RL in human context
in these important application areas, severe challenges remain. In particular,
it is currently poorly understood how to best explain agent decision-making to
end users. Here we can identify several separate challenges. Firstly, decisions
made by RL agents now can be made because the agent believes they produce
effects that will be beneficial later. Faithfully including this temporal com-
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ponent may require lengthy explanations if we communicate about decisions
at the level of states and actions. A possible solution here may be the use
of temporal abstractions in explanations. Part II contains contributions to-
wards human-understandable temporal abstractions for RL when instructions
are available. However, it may be necessary to provide these abstractions also
when instructions are not available. An interesting research direction is the
study of learning interpretable temporal abstractions over actions. This is a
largely unexplored direction of research where the most basic of questions seems
so far unanswered: what are desiderata of such abstractions? How to obtain
these? Can they be obtained without additional input, such as instructions,
and what kind of additional input is necessary?

9.6.2 Subsymbolic RL and symbolic knowledge
Part II explored the combination of subsymbolic RL with symbolic knowledge.
This is an exciting and relatively novel field, in which various opportunities
for future work exist. Since we cannot include all possibilities, we here restrict
ourselves to opportunities that have a reasonably close connection to our own
contributions to this field. In relation to the study of safe and efficient RL,
we include three major directions for future work. Motivated by our empir-
ical results showing the diverse impact of the various constraints on learner
performance, we propose to continue the theoretical analysis on the impact
of safety constraints on learning. Theoretical insights may enable us to say, a
priori, whether a particular safety constraint will improve or harm the learners’
performance and to what degree. It would be particularly interesting to com-
pare semantic and syntactic complexity measures of the safety constraint.

We have studied a setting in which the constraints remain constant over
time. However, this is not realistic as new insights on the safety of agent
behaviors will have to be incorporated into the agent design. It would therefore
also be interesting to study the reuse of past experiences when safety constraints
change. Can we simply reuse these experiences in training policies for the new
set of constraints? If not, can we ‘replay’ the behaviors and update the agents’
policies using the new constraints? Reuse of data may yield new and safe
policies in a more data efficient manner when compared to simply retraining
the agent from scratch.

Additionally, it would be interesting to relax some of the assumptions made
in Chapter 7. In particular, we believe that the assumption that a fully ac-
curate labelling function is available may not always hold. If these are not
available, then either a probabilistic model-checking approach may be required
to compute the shield or an alternative approach to shielding is necessary. This
will in turn make determining the distance to the goal more complicated as the
shield state is now a random variable. However, approaches from RL may be
used to estimate an expectation over the distance used in the planning for po-
tential algorithm. Further study is warranted in order to test whether these
ideas are fruitful.

We continue our discussion by focusing on the Option Machine (OM) frame-
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work proposed in Chapter 8. A key result of this work is that agents can learn to
map symbols to temporally abstracted behaviors from instructions. Although
the results show that this can be beneficial for data efficiency and that agents
can reuse previously learned behaviors in this way, the way in which subtasks
are described within the framework is still limited. Another approach would
include more rich descriptions of the subtasks based on e.g. common-sense
knowledge. For example, it would be interesting to convey the information
that if wood (or any other material) is used to make a fire, it can then no
longer be used for other purposes. An alternative example is that a pair of
scissors can be reused after cutting a piece of paper with it. The agent would
be able to use such knowledge to better plan its actions if these invariants
were available in a format that allows for automated reasoning. Such a com-
mon sense calculus of instructions should be usable across different tasks and
domains.

An additional interesting avenue for future work that the OM framework
unlocks is the study of instructions in a multi-agent setting. Considering that,
with the OM framework, agents can learn named options, we can see that it
might be possible for agents to give each other instructions rather than relying
on humans for doing so. There are various interesting ways to implement this
general idea, e.g. a setting where the agents learn named options from scratch
by communicating about these with each other and a setting in which agents
that have different skills collaborate with each other by dividing the subtasks
governed by a global OM.

Finally, it is necessary to study the interpretability and controllability of all
the approaches proposed in this part in the context of RL end users. This may
show how the formal approaches proposed in this part need to be ameliorated or
extended with e.g. additional levels of abstraction in order to make useful tools
to end users. For example, it may be possibldue to construct a graphical user
interface to specify instructions or to construct a structured natural language
for specifying safety constraints and agent goals in a user-friendly way. These
higher-order specifications can then be compiled into the formalisms used in
this thesis such as LTL and FSTs.
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Appendix A

This is an appendix to Chapter 2. It contains details of the systematic literature
review described therein, specifically the queries that were used to generate the
initial identification of papers in Figure 2.3 and a tabular view of the data after
qualitative synthesis in the same figure.

Queries
All queries as run on June 6, 2018 on the databases included in the review.

Listing A.1: Query for Scopus Database
TITLE−ABS−KEY(
( " r e in fo r cement l e a r n i n g " OR " contextua l bandit " ) AND
( " p e r s o n a l i z a t i o n " OR " p e r s o n a l i z e d " OR " per sona l " OR
" p e r s o n a l i s a t i o n " OR " p e r s o n a l i s e d " OR
" customizat ion " OR " customized " OR
" customised " OR " customised " OR
" i n d i v i d u a l i z e d " OR " i n d i v i d u a l i s e d " OR " t a i l o r e d " ) )

Listing A.2: Query for IEEE Xplore Database Command Search
( ( ( r e in fo r cement l e a r n i n g ) OR contextua l bandit ) AND
( p e r s o n a l i z a t i o n OR p e r s o n a l i z e d OR per sona l OR
p e r s o n a l i s a t i o n OR p e r s o n a l i s e d OR
customizat ion OR customized OR customised OR customised OR
i n d i v i d u a l i z e d OR i n d i v i d u a l i s e d OR t a i l o r e d ) )

Listing A.3: Query for ACM DL Database
( " r e in fo r cement l e a r n i n g " OR " contextua l bandit " ) AND
( p e r s o n a l i z a t i o n OR p e r s o n a l i z e d OR per sona l OR
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p e r s o n a l i s a t i o n OR p e r s o n a l i s e d OR
customizat ion OR customized OR customised OR customised OR
i n d i v i d u a l i z e d OR i n d i v i d u a l i s e d OR t a i l o r e d )

Listing A.4: First Query for DBLP Database
r e in fo r cement l e a r n i n g
( p e r s o n a l i z a t i o n | p e r s o n a l i z e d | pe r sona l |
p e r s o n a l i s a t i o n | p e r s o n a l i s e d |
customizat ion | customized | customised | customised |
i n d i v i d u a l i z e d | i n d i v i d u a l i s e d | t a i l o r e d )

Listing A.5: Second Query for DBLP Database
contextua l bandit
( p e r s o n a l i z a t i o n | p e r s o n a l i z e d | pe r sona l |
p e r s o n a l i s a t i o n | p e r s o n a l i s e d |
customizat ion | customized | customised | customised |
i n d i v i d u a l i z e d | i n d i v i d u a l i s e d | t a i l o r e d )

Listing A.6: First Query for Google Scholar Database
a l l i n t i t l e : " r e in fo r cement l e a r n i n g "
p e r s o n a l i z a t i o n OR p e r s o n a l i z e d OR per sona l OR
p e r s o n a l i s a t i o n OR p e r s o n a l i s e d OR
customizat ion OR customized OR
customised OR customised OR
i n d i v i d u a l i z e d OR i n d i v i d u a l i s e d OR t a i l o r e d

Listing A.7: Second Query for Google Scholar Database
a l l i n t i t l e : " contextua l bandit "
p e r s o n a l i z a t i o n OR p e r s o n a l i z e d OR per sona l OR
p e r s o n a l i s a t i o n OR p e r s o n a l i s e d OR
customizat ion OR customized OR
customised OR customised OR
i n d i v i d u a l i z e d OR i n d i v i d u a l i s e d OR t a i l o r e d
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A.1 Tabular view of data

Table A.1: Table containing all included publications. The first column refers to
the data items in Table 2.2.

# Value Publications
1 n [1, 8, 18, 21, 24, 32, 35, 36, 38, 42, 49, 51–54, 56, 58, 61, 62, 64,

68–71, 76, 77, 79, 82, 89, 96, 112, 117, 119, 122, 129, 152, 155,
156, 162, 166, 173, 174, 185, 186, 193, 196, 198, 200, 202, 207,
209, 210, 214, 218–221, 223, 224, 226–228, 233–235, 242, 244,
245, 249, 250, 252, 256, 257, 259, 262, 273, 278, 280, 282–284,
290, 296, 302, 307, 314, 315, 317, 319, 329, 330, 333, 334, 342–
346, 348, 349, 352, 353, 360–362, 368, 378, 379, 382, 390, 393,
395–397, 403, 407, 409, 411, 413–421]

y [4, 14, 16, 59, 60, 87, 97, 99–101, 103, 107, 125, 127, 146, 153,
188, 201, 208, 216, 253, 268–270, 287, 297, 318, 327, 331, 363–
365, 373, 377, 380, 402, 404, 405, 412]

2 n [4, 14, 18, 24, 42, 53, 62, 64, 68, 77, 82, 87, 97, 103, 125, 127,
188, 201, 208, 224, 228, 234, 253, 259, 262, 268, 283, 290, 331,
373, 377, 380, 402–404, 412]

y [1, 8, 16, 21, 32, 35, 36, 38, 49, 51, 52, 54, 56, 58–61, 69–71, 76,
79, 89, 96, 99–101, 107, 112, 117, 119, 122, 129, 146, 152, 153,
155, 156, 162, 166, 173, 174, 185, 186, 193, 196, 198, 200, 202,
207, 209, 210, 214, 216, 218–221, 223, 226, 227, 233, 235, 242,
244, 245, 249, 250, 252, 256, 257, 269, 270, 273, 278, 280, 282,
284, 287, 296, 297, 302, 307, 314, 315, 317–319, 327, 329, 330,
333, 334, 342–346, 348, 349, 352, 353, 360–365, 368, 378, 379,
382, 390, 393, 395–397, 405, 407, 409, 411, 413–421]

3 n [1, 4, 8, 14, 16, 18, 21, 24, 32, 35, 36, 49, 51–54, 56, 59–62,
64, 68, 69, 79, 82, 87, 89, 96, 97, 99–101, 103, 112, 119, 122,
125, 127, 129, 152, 153, 156, 162, 166, 173, 174, 185, 188, 193,
198, 200–202, 208, 209, 214, 218–221, 223, 226–228, 233, 234,
242, 244, 245, 249, 252, 253, 256, 257, 259, 268–270, 273, 280,
282–284, 287, 290, 296, 307, 314, 315, 317–319, 327, 329–331,
333, 334, 342–346, 348, 349, 353, 360, 362, 368, 377–380, 382,
390, 393, 395–397, 402–405, 407, 409, 412–421]

y [38, 42, 58, 70, 71, 76, 77, 107, 117, 146, 155, 186, 196, 207,
210, 216, 224, 235, 250, 262, 278, 297, 302, 352, 361, 363–365,
373, 411]
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# Value Publications

4 n [4, 8, 14, 16, 18, 21, 24, 32, 35, 36, 38, 42, 49, 51–54, 56, 58–62,
64, 68–71, 76, 77, 79, 82, 87, 89, 96, 97, 99–101, 103, 107, 112,
117, 119, 122, 125, 129, 146, 152, 153, 155, 156, 166, 173, 174,
185, 186, 188, 193, 196, 200–202, 207–210, 214, 216, 218–221,
223, 224, 226–228, 233–235, 242, 244, 245, 249, 250, 252, 253,
256, 257, 259, 262, 268–270, 273, 278, 280, 282–284, 287, 290,
296, 297, 302, 314, 315, 317–319, 327, 329, 331, 333, 334, 342–
346, 348, 349, 352, 353, 360–363, 365, 368, 373, 377–379, 382,
390, 393, 395–397, 402–405, 407, 409, 411–418, 420, 421]

y [1, 127, 162, 198, 307, 330, 364, 380, 419]
5 n [1, 4, 14, 18, 21, 24, 36, 42, 49, 51–54, 56, 59–61, 64, 68, 69, 82,

87, 89, 96, 97, 107, 112, 122, 125, 129, 146, 152, 155, 156, 162,
166, 173, 174, 185, 188, 193, 196, 198, 200–202, 207–210, 214,
216, 219, 220, 226–228, 234, 235, 242, 244, 245, 249, 253, 256,
257, 259, 262, 269, 270, 273, 278, 282–284, 287, 290, 296, 297,
302, 307, 314, 315, 317, 319, 327, 329–331, 333, 342, 343, 345,
346, 348, 352, 353, 360–362, 364, 365, 373, 377–380, 382, 390,
393, 395, 403, 404, 407, 409, 412–421]

y [8, 16, 32, 35, 38, 58, 62, 70, 71, 76, 77, 79, 99–101, 103, 117,
119, 127, 153, 186, 218, 221, 223, 224, 233, 250, 252, 268, 280,
318, 334, 344, 349, 363, 368, 396, 397, 402, 405, 411]

6 n [1, 4, 8, 16, 18, 24, 32, 35, 42, 51–53, 56, 58, 59, 64, 68, 69, 71,
76, 77, 79, 82, 87, 89, 96, 97, 103, 107, 117, 119, 122, 146, 152,
153, 155, 156, 166, 173, 174, 185, 186, 193, 196, 201, 210, 214,
216, 218–221, 223, 224, 227, 233–235, 245, 249, 250, 252, 256,
257, 259, 268, 270, 278, 280, 283, 290, 296, 302, 307, 317–319,
329, 331, 333, 334, 343, 360–363, 365, 368, 377, 382, 390, 393,
407, 411, 413–417, 421]

y [14, 21, 36, 38, 49, 54, 60–62, 70, 99–101, 112, 125, 127, 129,
162, 188, 198, 200, 202, 207–209, 226, 228, 242, 244, 253, 262,
269, 273, 282, 284, 287, 297, 314, 315, 327, 330, 342, 344–346,
348, 349, 352, 353, 364, 373, 378–380, 395–397, 402–405, 409,
412, 418–420]

7 n [1, 21, 24, 32, 52–54, 56, 58, 61, 62, 64, 68, 70, 79, 82, 87, 89, 97,
112, 117, 122, 129, 146, 174, 186, 188, 193, 196, 201, 207, 210,
219, 220, 223, 224, 234, 235, 244, 249, 252, 253, 259, 268, 273,
278, 280, 283, 290, 297, 307, 314, 319, 327, 329, 331, 360–362,
364, 365, 373, 382, 404, 407, 411, 414–416]
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# Value Publications
y [4, 8, 14, 16, 18, 35, 36, 38, 42, 49, 51, 59, 60, 69, 71, 76, 77, 96,

99–101, 103, 107, 119, 125, 127, 152, 153, 155, 156, 162, 166,
173, 185, 198, 200, 202, 208, 209, 214, 216, 218, 221, 226–228,
233, 242, 245, 250, 256, 257, 262, 269, 270, 282, 284, 287, 296,
302, 315, 317, 318, 330, 333, 334, 342–346, 348, 349, 352, 353,
363, 368, 377–380, 390, 393, 395–397, 402, 403, 405, 409, 412,
413, 417–421]

8 n [38, 49, 53, 56, 60, 62, 96, 107, 117, 125, 162, 198, 208, 209,
216, 219, 242, 256, 262, 283, 296, 342, 345, 353, 365, 378–380,
382, 393, 405, 409, 417, 419]

y [1, 4, 8, 14, 16, 18, 21, 24, 32, 35, 36, 42, 51, 52, 54, 58, 59,
61, 64, 68–71, 76, 77, 79, 82, 87, 89, 97, 99–101, 103, 112, 119,
122, 127, 129, 146, 152, 153, 155, 156, 166, 173, 174, 185, 186,
188, 193, 196, 200–202, 207, 210, 214, 218, 220, 221, 223, 224,
226–228, 233–235, 244, 245, 249, 250, 252, 253, 257, 259, 268–
270, 273, 278, 280, 282, 284, 287, 290, 297, 302, 307, 314, 315,
317–319, 327, 329–331, 333, 334, 343, 344, 346, 348, 349, 352,
360–364, 368, 373, 377, 390, 395–397, 402–404, 407, 411–416,
418, 420, 421]

10 1 [1, 8, 18, 21, 35, 51–54, 56, 60, 61, 64, 68, 70, 71, 77, 79, 89,
96, 112, 117, 122, 152, 153, 155, 156, 162, 173, 174, 186, 188,
193, 198, 201, 202, 207, 208, 219, 223, 224, 226, 235, 244, 250,
252, 256, 259, 280, 282–284, 302, 307, 314, 318, 319, 329, 331,
333, 334, 342–346, 348, 352, 353, 361–364, 368, 373, 377–380,
395–397, 402, 404, 407, 411, 414, 415, 417, 420, 421]

1/group [32, 69, 200, 209, 214, 220, 221, 273, 382, 390, 416]
1/person [14, 16, 24, 36, 38, 42, 49, 58, 59, 62, 76, 87, 97, 99–101, 103,

107, 119, 125, 127, 129, 146, 166, 185, 196, 210, 216, 218, 227,
228, 233, 234, 245, 249, 253, 257, 262, 268–270, 278, 287, 290,
296, 297, 315, 317, 327, 349, 360, 365, 393, 403, 405, 409, 412,
413, 418]

multiple [4, 82, 242, 330, 419]
11 not

used
[14, 16, 18, 24, 32, 35, 42, 51, 53, 56, 59–61, 64, 68–70, 76, 77,
89, 97, 103, 112, 119, 122, 125, 152, 153, 155, 162, 173, 174,
185, 188, 193, 201, 208, 209, 216, 219, 226, 227, 235, 244, 245,
256, 257, 259, 269, 283, 297, 302, 314, 319, 329, 331, 334, 342,
343, 349, 352, 360, 368, 373, 377, 380, 393, 395, 402, 404, 413,
418, 420]

other [4, 36, 49, 127, 129, 233, 234, 242, 268, 278, 282, 287, 345, 348,
407, 411, 419]
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# Value Publications
state
repres-
enta-
tion

[1, 8, 21, 38, 52, 54, 58, 62, 71, 79, 82, 87, 96, 99–101, 107, 117,
146, 156, 166, 186, 196, 198, 200, 202, 207, 210, 214, 218, 220,
221, 223, 224, 228, 249, 250, 252, 253, 262, 270, 273, 280, 284,
290, 296, 307, 315, 317, 318, 327, 330, 333, 344, 346, 353, 361–
365, 378, 379, 382, 390, 396, 397, 403, 405, 409, 412, 414–417,
421]

12 batch [1, 60, 61, 68, 82, 87, 96, 99–101, 103, 127, 162, 186, 188, 200,
210, 219–221, 223, 224, 228, 250, 252, 268, 280, 282, 290, 327,
330, 333, 334, 342, 343, 346, 348, 349, 352, 353, 361, 378, 379,
395, 405, 407, 414–417, 419, 421]

n [393]
online [14, 16, 35, 36, 38, 42, 49, 51, 54, 58, 59, 62, 71, 77, 79, 97, 107,

117, 119, 122, 125, 146, 156, 166, 173, 174, 185, 196, 198, 201,
202, 207–209, 216, 218, 227, 233–235, 244, 245, 253, 256, 257,
262, 269, 270, 287, 296, 297, 302, 307, 314, 315, 317, 318, 329,
344, 345, 363, 365, 368, 373, 380, 396, 397, 402–404, 412, 413,
418, 420]

other [76, 129, 152, 242, 249, 273, 382, 409]
unknown [4, 8, 18, 21, 24, 32, 52, 53, 56, 64, 69, 70, 89, 112, 153, 155,

193, 214, 226, 259, 278, 283, 284, 319, 331, 360, 362, 364, 377,
390, 411]

13 n [1, 4, 14, 21, 36, 51–54, 56, 59–62, 68, 70, 82, 89, 112, 129, 162,
173, 174, 186, 188, 193, 198, 200–202, 207, 208, 214, 219, 220,
223, 224, 226–228, 235, 244, 250, 252, 253, 256, 257, 259, 269,
273, 280, 282, 284, 287, 290, 307, 314, 315, 317, 319, 327, 329,
330, 346, 348, 349, 352, 353, 362, 364, 373, 377, 378, 390, 393,
395–397, 402, 404, 407, 409, 411, 412, 414, 417, 418, 420]

y [8, 16, 18, 24, 32, 35, 38, 42, 49, 58, 64, 69, 71, 76, 77, 79, 87,
96, 97, 99–101, 103, 107, 117, 119, 122, 125, 127, 146, 152, 153,
155, 156, 166, 185, 196, 209, 210, 216, 218, 221, 233, 234, 242,
245, 249, 262, 268, 270, 278, 283, 296, 297, 302, 318, 331, 333,
334, 342–345, 360, 361, 363, 365, 368, 379, 380, 382, 403, 405,
413, 415, 416, 419, 421]

14 n [4, 8, 14, 16, 18, 24, 32, 35, 38, 42, 49, 51–54, 56, 58–60, 62,
64, 69, 71, 76, 77, 96, 97, 99–101, 103, 107, 112, 117, 119, 122,
125, 127, 129, 153, 155, 156, 166, 173, 174, 185, 193, 196, 202,
209, 210, 214, 216, 218, 221, 233–235, 245, 249, 256, 259, 262,
268–270, 278, 283, 287, 296, 297, 302, 307, 314, 315, 318, 329,
331, 342, 360, 362–365, 368, 373, 377, 379, 382, 393, 402–405,
413, 415–418, 420]
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# Value Publications
y [1, 21, 36, 61, 68, 70, 79, 82, 87, 89, 146, 152, 162, 186, 188, 198,

200, 201, 207, 208, 219, 220, 223, 224, 226–228, 242, 244, 250,
252, 253, 257, 273, 280, 282, 284, 290, 317, 319, 327, 330, 333,
334, 343–346, 348, 349, 352, 353, 361, 378, 380, 390, 395–397,
407, 409, 411, 412, 414, 419, 421]

15 n [1, 4, 16, 18, 21, 24, 32, 35, 36, 42, 49, 52, 53, 56, 58, 60, 61,
64, 68–71, 76, 77, 79, 82, 87, 89, 96, 97, 103, 107, 117, 119, 122,
127, 146, 153, 155, 162, 166, 185, 186, 188, 198, 200, 201, 207–
210, 214, 218–221, 223, 224, 226–228, 233, 234, 242, 244, 245,
249, 250, 252, 253, 257, 259, 262, 268, 270, 273, 278, 280, 282,
283, 290, 296, 297, 302, 317–319, 327, 330, 333, 334, 342–345,
348, 352, 353, 360–365, 368, 377–379, 382, 390, 393, 395–397,
405, 407, 411, 412, 414–417, 419, 421]

y [8, 14, 38, 51, 54, 59, 62, 99–101, 112, 125, 129, 152, 156, 173,
174, 193, 196, 202, 216, 235, 256, 269, 284, 287, 307, 314, 315,
329, 331, 346, 349, 373, 380, 402–404, 409, 413, 418, 420]

16 n [1, 4, 14, 21, 36, 51–54, 56, 59–62, 68, 82, 89, 112, 129, 146,
156, 162, 173, 174, 186, 188, 193, 198, 200, 202, 207, 208, 214,
219, 220, 223, 224, 226–228, 235, 244, 250, 252, 253, 256, 257,
259, 269, 273, 280, 282, 284, 287, 290, 307, 314, 315, 317, 319,
327, 329, 330, 346, 348, 349, 352, 353, 362, 364, 365, 373, 377,
378, 390, 393, 395–397, 402, 404, 409, 411, 412, 414, 417, 418,
420]

y [8, 16, 18, 24, 32, 35, 38, 42, 49, 58, 64, 69–71, 76, 77, 79, 87,
96, 97, 99–101, 103, 107, 117, 119, 122, 125, 127, 152, 153, 155,
166, 185, 196, 201, 209, 210, 216, 218, 221, 233, 234, 242, 245,
249, 262, 268, 270, 278, 283, 296, 297, 302, 318, 331, 333, 334,
342–345, 360, 361, 363, 368, 379, 380, 382, 403, 405, 407, 413,
415, 416, 419, 421]

17 n [4, 8, 14, 16, 18, 24, 32, 35, 38, 42, 49, 51–54, 56, 58–62, 64,
69–71, 76, 77, 96, 97, 99–101, 103, 107, 112, 117, 119, 122, 125,
127, 129, 153, 155, 156, 166, 173, 174, 185, 193, 196, 201, 202,
209, 210, 214, 216, 218, 221, 233–235, 244, 245, 249, 256, 259,
262, 268–270, 278, 283, 287, 296, 297, 302, 307, 314, 315, 318,
329–331, 333, 342, 349, 360, 362–365, 368, 373, 377, 379, 382,
393, 402–405, 407, 413, 415, 417, 418, 420]

y [1, 21, 36, 68, 79, 82, 87, 89, 146, 152, 162, 186, 188, 198, 200,
207, 208, 219, 220, 223, 224, 226–228, 242, 250, 252, 253, 257,
273, 280, 282, 284, 290, 317, 319, 327, 334, 343–346, 348, 352,
353, 361, 378, 380, 390, 395–397, 409, 411, 412, 414, 416, 419,
421]
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# Value Publications

18 n [1, 4, 16, 18, 21, 24, 32, 35, 36, 42, 49, 52, 53, 56, 58, 64, 68–71,
76, 77, 79, 82, 87, 89, 96, 97, 103, 107, 117, 119, 122, 127, 146,
155, 162, 166, 185, 186, 188, 198, 200, 207–210, 214, 218–221,
223, 224, 226–228, 233, 234, 242, 245, 249, 250, 252, 253, 257,
259, 262, 268, 270, 273, 278, 280, 282, 283, 290, 296, 302, 317–
319, 327, 333, 342–345, 348, 352, 353, 360–365, 368, 377–379,
382, 390, 393, 395, 405, 407, 411, 412, 414–416, 421]

y [8, 14, 38, 51, 54, 59–62, 99–101, 112, 125, 129, 152, 153, 156,
173, 174, 193, 196, 201, 202, 216, 235, 244, 256, 269, 284, 287,
297, 307, 314, 315, 329–331, 334, 346, 349, 373, 380, 396, 397,
402–404, 409, 413, 417–420]

19 n [1, 4, 16, 35, 36, 42, 49, 51–54, 56, 61, 62, 68–71, 77, 87, 89,
96, 97, 99–101, 107, 117, 127, 146, 152, 155, 156, 162, 166, 173,
174, 188, 193, 200, 202, 207–210, 214, 216, 218–220, 226–228,
233–235, 244, 245, 252, 253, 256, 259, 262, 268, 270, 273, 278,
282, 287, 290, 296, 297, 302, 307, 314, 318, 319, 329, 333, 334,
342–344, 352, 353, 360, 362–365, 368, 377, 379, 382, 390, 393,
395, 402, 404, 405, 413–415, 417–419, 421]

y [8, 14, 18, 21, 24, 32, 38, 58–60, 64, 76, 79, 82, 103, 112, 119,
122, 125, 129, 153, 185, 186, 196, 198, 201, 221, 223, 224, 242,
249, 250, 257, 269, 280, 283, 284, 315, 317, 327, 330, 331, 345,
346, 348, 349, 361, 373, 378, 380, 396, 397, 403, 407, 409, 411,
412, 416, 420]

20 n [1, 4, 8, 14, 16, 18, 21, 24, 35, 36, 42, 49, 51–54, 56, 58–60, 62,
64, 68–71, 76, 77, 82, 87, 89, 96, 97, 99–101, 103, 107, 112, 119,
122, 125, 127, 129, 146, 152, 155, 156, 162, 166, 173, 186, 193,
198, 200, 202, 207, 210, 214, 216, 218–220, 223, 224, 226, 227,
234, 235, 244, 245, 249, 250, 256, 259, 262, 269, 273, 278, 283,
287, 290, 296, 297, 302, 318, 319, 329–331, 334, 344, 345, 348,
349, 352, 353, 360, 362–365, 373, 377–379, 382, 390, 393, 395,
402, 404, 405, 407, 413, 415, 416, 418–420]

y [32, 38, 61, 79, 117, 153, 174, 185, 188, 196, 201, 208, 209, 221,
228, 233, 242, 252, 253, 257, 268, 270, 280, 282, 284, 307, 314,
315, 317, 327, 333, 342, 343, 346, 361, 368, 380, 396, 397, 403,
409, 411, 412, 414, 417, 421]

D
om

ai
n

Commerce[1, 36, 52, 82, 96, 152, 156, 200, 208, 214, 216, 218, 228, 242,
256, 284, 343, 346, 348, 352, 353, 382, 402, 403, 407, 412, 414,
417]

Commu-
nica-
tion

[70, 185, 193, 307]
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# Value Publications
Domain
Inde-
pend-
ent

[38, 49, 62, 224, 245, 249, 262, 344, 396, 397, 405]

Education [54, 56, 61, 89, 112, 129, 146, 153, 173, 174, 188, 209, 219–221,
259, 287, 290, 318, 319, 333, 334, 378, 379, 395]

Energy [166, 233, 234, 268, 368, 413]
Enter-
tain-
ment

[8, 18, 35, 60, 64, 99–101, 103, 122, 125, 162, 198, 201, 226,
227, 244, 269, 282, 283, 296, 317, 330, 331, 342, 345, 380, 404,
409, 419]

Health [4, 14, 16, 21, 53, 68, 69, 71, 76, 77, 79, 87, 117, 119, 127, 186,
196, 207, 210, 223, 235, 250, 252, 253, 273, 278, 280, 297, 302,
314, 327, 360–364, 373, 393, 411, 415, 416, 418, 420, 421]

Other [42, 51, 315, 365, 377]
Smart
Home

[59, 97, 202, 349]

Transport [24, 32, 58, 107, 155, 257, 270, 329, 390]
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Appendix B

This appendix details the implementation and configuration for all experiments
described in Chapter 5.

B.1 Model Details and Training Setup
We used the Proximal Policy Optimiziation algorithm by Schulman et al. [313]
with the hyperparameters detailed in Table B.1. We considered two architec-
tures: one with shared network weights and another with completely detached
network weights. We considered between one to three NN layers with between
[16, 256] nodes each and chose the an architecture with a separate actor of two
layers of 128 nodes and separate critic with two layers of 256 NN nodes. These
hyperparameters were chosen based on results of a grid search.

The agent was trained as followed. First, a maximum number of training
steps was specified. In each episode, a random start state in the neighborhood
of the initial headcount of the organization X0 was generated by uniformly
sampling a state close to X0. The episode then runs for a fixed number of time
steps, after which the environment resets to a new random start state. This
process repeats until the total number of training samples has been reached.
After a fixed number of time steps, the agent is evaluated on an evaluation
environment. This evaluation environment is governed by the same dynamics
as the one used for training, but always starts at the same state X0. When the
training process has terminated, we test the trained model on the evaluation
environment with a fixed starting state X0 and to determine the quality of the
final model.
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Param. Description Considered Final
α Adam learning rate [0.001, 0.00001] 0.0003
T Episode length [8, 60] 16

Nsteps Rollout buffer size [8, 2048] 256
B Batch size [4, 64] 32
K Number of epochs [2, 8] 4
γ Discount factor [0.90, 0.9990] 0.90
λ GAE factor [0.90, 0.990] 0.90
ϵ PPO clipping range [0.1, 0.3] 0.25
c2 Entropy coefficient {0.0, 0.01} 0.01
c1 Value function coefficient [0.0, 1.0] 1.0

Table B.1: PPO hyperparameter selection for all SWP experiments.
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Appendix C

This appendix supports Chapter 6. It first details the data, preprocessing,
and modeling of the action space and then describes outcomes on tests of
significance for the results.

C.1 Cohort and Pre-processing details

Number of ICUs 5
Acquisition timespan 2001-2012
Number of included patients 7659
Number of included ventilation events 8799
Age 65.67 (53.19-76.44) years
Body weight 86.24 ± 24.89 kg
Ideal body weight 63.38 ± 12.93 kg
Sex, female 3813 (43.33%)
Sex, male 4986 (56.67%)
90-day mortality 34.50%
in-hospital mortality 25.73%
LOS ICU 7.58 (4.29-13.58) days
LOS hospital 14.62 (8.58-13.58)days
PEEP 6.4 ± 2.18 cmH2O
FiO2 45.58 ± 7.41%
Vtset 8.40 ±7.19 mL/kg IBW
SOFA at ICU admission 4.20 ±3.32 points

Table C.1: Demographic and clinical data of the included patient cohort extracted
from MIMIC-III where ranges indicate median and (first quantile, third quantile) and
other values are mean ± standard deviation.
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Variable Window % Missing
(h) Initial 1st Step 2nd Step

de
m

og
ra

ph
ic Age

−

0.0 0.0

0.0

IBW 16.8 16.8
Height 16.8 16.8
Weight 14.4 14.4
ICU readmission 0.0 0.0
Elixhauser-vanWalraven 77.2 77.2

vi
ta

ls
ig

ns

SOFA 24 0.0 0.0

0.0

SIRS 24 0.0 0.0
GCS ∗ 19.0 1.5
HR ∗ 1.4 0.6
SysBP ∗ 2.5 0.6
MeanBP ∗ 1.9 0.6
DiasBP ∗ 2.5 0.6
ShockIndex ∗ 3.2 0.7
RR ∗ 1.8 0.6
SpO2 ∗ 2.2 0.6
TempC ∗ 9.4 1.2

ac
tio

n PEEP
8

33.7 25.3
0.0FiO2 26.1 16.6

Vtset 33.8 25.4

ot
he

r

IV 8 14.1 5.7

0.0
Urine output 8 14.5 11.6
Fluid Balance 8 3.6 2.4
Plateau Pressure 8 80.1 7.8
Vasopressors (dosage) 24 88.4 74.8
PaO2/FiO2 ratio ∗ 98.3 55.7

Table C.2: Overview of variables and missing data before and after the first, sample-
and-hold imputation step and after the second, k-nearest neighbour imputation step
where − denotes that no sample-and-hold imputation was applied for a variable and
∗ denotes that sample-and-hold was applied until the next measurement or the end
of the trajectory.
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Name Window % Missing
(h) Initial 1st Step 2nd Step

la
b

m
ea

su
re

m
en

ts

Potassium ∗ 95.4 4.2

0.0

Sodium ∗ 95.5 3.9
Chloride ∗ 95.5 3.4
Glucose ∗ 95.7 4.8
BUN ∗ 95.5 2.6
Creatinine ∗ 95.5 2.6
Magnesium ∗ 95.5 7.0
Calcium ∗ 95.9 11.3
Ionized Calcium 8 96.4 56.8
Calculated Carbon Dioxide† ∗ 83.2 9.7
Bilirubin ∗ 94.0 42.4
Albumin ∗ 98.4 51.4
Hemoglobin ∗ 98.9 3.0
WBC ∗ 95.8 2.9
Platelet ∗ 95.6 2.5
PTT ∗ 96.3 8.5
PT ∗ 96.2 8.0
INR ∗ 96.2 8.0
PH ∗ 93.9 8.9
PaO2 ∗ 97.8 45.8
PaCO2† ∗ 94.4 12.7
Base Excess ∗ 94.5 13.0
Bicarbonate ∗ 95.6 3.4
Lactate ∗ 96.3 21.2

Table C.3: Overview of variables and missing data before and after the first, sample-
and-hold imputation step and after the second, k-nearest neighbour imputation step
where where ∗ denotes that sample-and-hold was applied until the next measurement
or the end of the trajectory. †Calculated Carbon (LOINC 34728-6) refers to the total
calculated Carbion Dioxide (moles/volume) in the blood whereas PaCO2 (LOINC
11557-6) refers to the measured CO2 (partial pressure) in blood. These where both
included in the approach by Peine et al. [266] and were included in this study for
enable easy comparisons.
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Variable # Range Variable # Range Variable # Range

Vtset

1 [0, 2.5)

PEEP

1 [0, 5)

FiO2

1 [20, 30)
2 [2.5, 5) 2 [5, 7) 2 [30, 35)
3 [5, 7.5) 3 [7, 9) 3 [35, 40)
4 [7.5, 10) 4 [9, 11) 4 [40, 45)
5 [10, 12.5) 5 [11, 13) 5 [45, 50)
6 [12.5, 15) 6 [13, 15) 6 [50, 55)
7 [15,∞) 7 [15,∞) 7 [55,∞)

Table C.4: Action discretization: all actions variables were binned into seven bins.
Each combination of bins for all variables was then mapped to a single action, resulting
in a total of 73 = 343 discrete actions.

C.2 Significance Tests

PHWIS PHWDR
Algorithm Compliance Statistic p-value Statistic p-value
IL Unconstrained 209.0 0.999 16.0 0.000

Policy 107.0 0.536 16.0 0.000
QLD Unconstrained − − 210.0 1.0

Policy 0.0 0.125 210.0 1.0
Q-function − − 210.0 1.0

QLS Unconstrained 93.0 0.337 16.0 0.000
Policy 80.0 0.184 14.0 0.000
Q-function 128.0 0.806 25.0 0.000

Table C.5: One-tailed significance test results for the listed policy having a lower
mean expected return than observed in the test set obtained with Wilcoxon’s signed-
rank test. Results for QLD Unconstrained and QLD Q-function are missing due to
an expected sample size of zero.
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Appendix D

In this appendix, details on the experiments conducted in Chapter 8 are de-
scribed.

D.1 Details Experimental Setup
The implementation of the environments and the ‘sketch’ baseline used in all
experiments is the same as the one described by Andreas et al.. We include a list
of all parameters and a description of the setup and the environments here for
completeness. Instructions (see below) were defined in LTL and then converted
into FST meta-controllers with the ltlsynt tool by [236] and then implemented
in Python. In all of our experiments, we implement each policy as a feedforward
neural network with ReLU activations and critics as a linear function of the
state. Both are optimized with the RMSProp optimizer. Table D.1 lists all
(hyper)parameters used.

Parameter Value(s) Description
step size 0.001 RMSProp optimization step size.

γ 0.9 Parameter to balance immediate and long-term
rewards.

D 2000 Training algorithm batch size.
ρ {0, 0.1} Intrinsic or shaping rewards.

seeds {0, 1, 2, 3, 4} Initialization of the pseudo-random number
generator.

Table D.1: Parameters used in all experiments.
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D.2 Craft Environment
The deterministic ‘craft’ environment is a 10×10 grid in which the agent senses
the (x, y) position of locations of interest such as resources and workshops, relat-
ive to its own location. The state representation for this environment is a vector
of dimensionality 1075, consisting of indicator parameters for each possible item
in the agent inventory, indicator parameters for the position of locations of in-
terest relative to the agents position and indicator parameters for the direction
the agent is facing. The action space is defined as {up,down, left, right,use}
where the first four always move the agent in the particular direction in the
grid. Options are terminated based on instructions or after fifteen time steps
and episodes are terminated after 100 time steps.

Task LTL specification
Plank ((get-wood ∧ ¬w0))W(wood ∨ plank)) ∧ (Fwood =⇒

F(w0Wplank))
Stick ((get-wood ∧ ¬w1)W(wood ∨ stick)) ∧ (Fwood =⇒

F(w1Wstick))
Cloth ((get-grass ∧ ¬w2)W(grass ∨ cloth)) ∧ (Fgrass =⇒

F(w2Wcloth))
Rope ((get-grass ∧ ¬w0)W(grass ∨ rope)) ∧ (Fgrass =⇒

F(w0Wrope))
Bridge G(¬(w2∧get-grass)∧¬(w2∧get-iron))∧(get-woodWwood)∧

(get-ironWiron) ∧ ((Fwood ∧ Firon) =⇒ F(w2Wbridge)
Bed G(¬(w1 ∧ get-wood) ∧ ¬(w1 ∧ get-grass) ∧ ¬(w1 ∧ w0)) ∧

(get-grassWgrass) ∧ (get-woodWwood) ∧ (F(wood) =⇒
(w0Wplank))∧((Fwood∧Fplank∧Fgrass) =⇒ F(w1Wbed)

Axe G(¬(w1 ∧ get-wood) ∧ ¬(w1 ∧ get-iron) ∧ ¬(w1 ∧ w0)) ∧
(get-ironWiron) ∧ (get-woodWwood) ∧ (F(wood) =⇒
(w1Wstick))∧ ((Fwood∧Fstick∧Firon) =⇒ F(w0Waxe)

Shears (get-ironWiron) ∧ (get-woodWwood) ∧ (F(wood) =⇒
(w1Wstick)) ∧ ((Fwood ∧ Fstick ∧ Firon) =⇒
F(w1Wshears)

Gold specification ‘Bridge’ + ∧((Fwood ∧ Firon ∧ Fbridge) =⇒
F(get-goldWgold)

Gem specification ‘Axe’ + ∧((Fwood ∧ Fstick ∧ Faxe) =⇒
F(get-gemWgem)

Table D.2: Curriculum of tasks and nondeterministic specifications in the ‘craft’
environment where AP I = {axe, bed, bridge, cloth, door, gem, gold, grass, iron,
plank, rope, shears, stick, wood} each referring to having an item in the agent in-
ventory and behaviors AP O = {get-iron, get-wood, get-grass, get-gold, get-gem, w0,
w1, w2} where the latter refer to using three different workshops. These specifications
were made deterministic by a total order over all available behaviors.
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1

2

3
4

b1: get wood

τ: get gold

b2: get iron

b3: use workbench

b4: get gold

K

Figure D.1: Visualization of craft world for the ‘Gold’ task. This task consists of
executing (1) get-wood, (2) get-iron, (3) w0, (4) get-gold. The labelling in this world
consists of whether an item such as ‘wood’ is present in the agent inventory. This can
be encoded into an LTL specification with vocabulary AP I = {wood, iron, bridge,
gold} to describe the environment state and options AP O = {get-wood, get-iron,
w0, get-gold}.

q0start

q1

q2 q3

input: plank
output: ϵ

input: ¬wood ∧ ¬plank
output: get-wood

input: wood ∧ ¬plank
output: w0

input: ¬wood ∧ ¬plank
output: get-wood

input: wood ∧ ¬plank
output: w0

input: plank
output: ϵ

input: ¬plank
output: w0

input:plank
output: ϵ

input: ϵ
output: ϵ

Figure D.2: FST for the ‘plank’ task generated with the ‘ltlsynt’ tool of the Spot
package by Michaud et al.. This specification has input alphabet AP I : {wood, plank}
and output alphabet AP O : {get-wood, w0}. Negative outputs such as ¬get-wood have
been omitted in this representation for legibility whereas negative inputs have been
included only where necessary to differentiate between available edges. For example,
wood is not differentiating for any edges leaving q2. Edges incoming to the terminal
node q3 produce no output: these are only visited if a plank is present in the agent
inventory, i.e. upon completion of the task.
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D.3 Maze Environment
The ‘maze’ environment, of which an example is depicted in Figure D.3, is a
grid environment of varying size. The environment consists of various adjacent
rooms. The agent is placed in one of these rooms and is tasked with reaching a
particular other room, possibly by traversing some intermediate rooms. Some
rooms are connected by doors, which can be open or locked. Locked doors can
be opened by acquiring a key to that particular door and using it on the lock.
These keys are placed in a position that is reachable for the agent. The agent
senses keys, locked doors and open doors in all cardinal directions and cannot
sense through walls. The state representation consists of a vector describing the
distance to rooms and keys in all cardinal directions, i.e. it is of dimensionality
12. The action space is defined as {up, down, left, right, key} where the first
four always move the agent in the particular direction in the grid. Options are
terminated based on instructions or after fifteen time steps and episodes are
terminated after 100 time steps.

N

E

Figure D.3: Visualization of a sample maze environment for the task ‘north-east’.
Door states, i.e. states such that L(s) = 1door, are visualized as a yellow cell All
other states are labelled as ‘not door’ states and visualized as a white cell The agent
(blue circle)senses its environment in four cardinal directions with three sensors per
direction: the first detects open doors, the second senses locked doors and the last
detects keys. The bottom left room contains two keys that look identical to the
agent. One unlocks the door to the bottom right room, which need not be visited.
The other unlocks the door to the top left and needs to be picked up to reach the
target. Arrows denote options associated with ‘north’ and ‘east’ respectively for the
specification (doorRnorth) ∧ (door =⇒ XGeast).
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Task LTL specification
WW Fdoor ∧Gwest
WS (doorRwest) ∧ (door =⇒ XGsouth)
EE (doorReast) ∧ (door =⇒ XGsouth)
NW (doorRnorth) ∧ (door =⇒ XGwest)
NE (doorRnorth) ∧ (door =⇒ XGeast)

NEN (doorR(north ∧ ¬east)) ∧ (F(door) =⇒ (F((doorReast) ∧
Fdoor =⇒ XGnorth)))

SEN (doorR(south ∧ ¬east)) ∧ (F(door) =⇒ (F((doorReast) ∧
Fdoor =⇒ XGnorth)))

WNE (doorR(west ∧ ¬north)) ∧ (F(door) =⇒ (F((doorRnorth) ∧
Fdoor =⇒ XGeast)))

WWS ((F(door ∧ X(Fdoor)))R(west ∧ Xwest)) ∧ ((F(door ∧
X(F(door)))) =⇒ FG(south)) ∧G(¬(south ∧ west))

ESS (doorReast) ∧ F(Fdoor =⇒ XG(south ∧ ¬east))

Table D.3: Curriculum of tasks and specifications in the ‘maze’ environment where
AP I = {door} and AP O = {west, east, north, south} each referring to a room to
move to and not (!) primitive actions. N=North, W=West, S=South and E=East.

D.4 Results per task
The results in the main document are aggregated across tasks of different com-
plexity. To highlight where difference in performance comes from, we split
down the performance per task for both environments in Figures D.4 and D.5
and Tables D.5 and D.4.

ρ WW WS ES NW NEN ESS SEN WWS WNE

h
0 D

N/A

0.94 0.15
Sk 0.85 0.14

.1 D 0.49 0.08
Sk 0.87 0.17

i 0 D 0.98 0.94 0.30 0.93 0.08 0.07 0.03 0.91 0.84
Sk 0.83 0.00 0.01 0.02 0.00 0.00 0.03 0.00 0.00

Table D.4: Maze environment zero-shot task completion rates for 1K evaluations,
averaged over 5 random seeds. Each task consist of a sequence of rooms to reach in
the cardinal directions ‘North’, ‘South’, ‘West’, ‘East’. The task ‘WNE’, for example,
consists of moving one room ‘West’, one room ‘North’ and one room ‘East’ in that
order. D=deterministic, Sk=sketch, h=holdout and i=isolation
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0
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Bridge 3 ρ = 0.1
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0
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Shears 4 ρ = 0

0 1
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0

1

Shears 4 ρ = 0.1
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Ep.×106

0

1

Bed 4 ρ = 0

0 1

Ep.×106

0

1

Bed 4 ρ = 0.1

0 1

Ep.×106

0

1

Axe 4 ρ = 0

0 1

Ep.×106

0

1

Axe 4 ρ = 0.1

0 1

Ep.×106

0

1

Gold 4 ρ = 0

0 1

Ep.×106

0

1

Gold 4 ρ = 0.1

0 1

Ep.×106

0

1

Gem 5 ρ = 0

0 1

Ep.×106

0

1

Gem 5 ρ = 0.1

OM-fixed

OM-sticky

OM-greedy

RM

Sketch

Figure D.4: Total cumulative reward on craft world per task. Titles indicate the
task, the number of options and whether shaping was applied (ρ = 0.1) or not (ρ = 0).
The tasks ‘bed’, ‘axe’, ‘gold’ and ‘gem’ cannot be learned in the single-task setting if
reward shaping is not applied as evidenced by graphs in the first and third columns.
Reward shaping with our framework allows the learner to solve these hard problems.
Additionally, the version of our framework with deterministic options and shaping
(bottom right) is the only solution that learns to solve the ‘gem’ task.
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0 1
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0
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0
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1
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OM-fixed

OM-sticky

OM-greedy

RM

Sketch

Figure D.5: Task completion on maze world per task. Each task consist of a
sequence of rooms to reach in the cardinal directions ‘North’, ‘South’, ‘West’, ‘East’.
The task ‘NEN’, for example, consists of moving one room ‘North’, one room ‘East’
and one room ‘North’ in that order.

ρ Plank Stick Rope Cloth Bridge Shears Bed Axe

h
0

D

N/A

0.94 0.83
G 0.19 0.06
St 0.29 0.10
Sk 0.09 0.00

.1

D

N/A

0.87 0.84
G 0.2 0.06
St 0.3 0.14
Sk 0.06 0.00

i 0

D 0.96 0.80 0.97 0.97 0.94 0.91 0.91 0.76
G 0.96 0.80 0.97 0.97 0.94 0.94 0.15 0.01
St 0.96 0.80 0.97 0.97 0.95 0.95 0.26 0.11
Sk 0.00 0.00 0.17 0.00 0.03 0.02 0.00 0.00

Table D.5: Craft environment zero-shot results per task for 1K evaluations, av-
eraged over 5 random seeds. D=Deterministic, G=Greedy, St=sticky, Sk=Sketch,
h=holdout and i=isolation.
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Summary

Artificial Intelligence (AI) studies how intelligence found in nature can be mim-
icked in machines. It does not really matter what type of machine is used, but
computers have proven to be very flexible and useful for this purpose. In
nature, intelligent agents are remarkable for their ability to change their beha-
vior based on past experiences. It is a good idea to make machines do the same.
This is the core idea behind the field of machine learning. Machine learning
knows many different techniques and set-ups, but one of the most generic and
powerful forms of machine learning is reinforcement learning (RL). RL is a very
general form of machine learning because it learns how to take a sequence of
actions based on a sequence of situations. The actions chosen should be the
best according to a score that is assigned to actions over time.

RL has recently attracted a lot of attention, both inside and outside of
the academic world. Many of you will recognize the ‘AI’ that has beat world
champions in the games of Go, Chess and Starcraft-II. RL has also been used
to improve computer chip designs, a very challenging job in which human
experts have developed deep expertise over decades. Additionally, RL has
been used to predict how protein structures behave and to minimize the energy
used by data centers. These real-world successes are impressive and inspiring.
They show how RL can improve our lives. However, RL has mostly seen real-
world successes in highly controlled settings that involve humans only to a very
limited extent. This is why in this thesis we examine the usage of RL in human
contexts.

We do so by first looking at some applications of RL in human contexts to
better understand why it may be challenging to use RL in human contexts
in Part I. We then use the learned lessons to improve RL. We improve RL
by combining it with existing knowledge encoded in symbols that are human-
readable in Part II. Let us dive into these parts in more detail next.
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Applications of Reinforcement Learning in Human Con-
texts
If you want to improve something, it is a good idea to first look at what has
already been done. We do so with a look at the academic literature on the usage
of RL to adapt digital systems to individuals in Chapter 2. We review existing
work in a systematic way to make sure that we do not miss any important
papers, so that everyone can understand how the discussed work was selected
and so that it becomes clear how existing work is similar or complementary to
each other.

A first proposal for applying RL in human contexts can be found in
Chapter 3, where we study how we can personalize how chatbots decide what
to say next. We personalize a chatbot that gives advice on financial products.
We compare two personalization alternatives that both use RL in a different
way. The first alternative groups users and then trains a chatbot per group,
whereas the second alternative trains a single chatbot and blends chat histor-
ies with characteristics of the user to achieve personalization. We found that
a personalized approach works well in the financial domain and that person-
alized chatbots outperform fixed decision rules in our evaluation, which were
previously considered to be the best decision-making approach. In this study
we used a simulator so that we could easily compare approaches.

A human behavior simulator may not be available for all chatbots that could
benefit from personalization. If such a simulator is absent, scoring example
dialogues of the chatbot has to be done manually, which is what the designers
of the recently popular line of Chat-GPT bots have done. Manual scoring can
be an expensive and tedious task. This is why it is important that the manual
scoring process is designed well. This is why we looked into the collection of
high-quality dialogue user satisfaction ratings in Chapter 4. We collect best
practices for obtaining these labels from literature, compare definitions of ‘user
satisfaction’, and test two different user interfaces for scoring dialogues. We
find that our interfaces provide high quality dialogue scores. We shared the
source code for this tool under a permissive license, so that anyone interested
in collecting high quality dialogue user ratings can use it.

A second proposal to apply RL in human contexts is to use RL to select
which kinds of jobs to open in Chapter 5. Organizations need to have the right
people in the right place at the right time to meet their goals. This is challen-
ging for three reasons. First, making the right decisions now requires taking
the future into account. If an organization has many highly experienced em-
ployees that will retire soon, they should hire some employees with reasonable
experience and train them further on the job. Second, many aspects of the or-
ganization are hard to predict: Who knows when employees will want to leave
their job? Third, it is hard to explicitly specify what a good workforce looks
like. To address these challenges, we combine deep neural networks with RL.
A first benefit of our approach is that it allows HR specialists to define goals
in high-level terms that they are familiar with, such as the ratio of managers
to nonmanagers. The second key benefit is that the approach performs well
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when employees quit or move jobs unexpectedly, as we found in an evaluation
on real-world data.

While we were working on the puzzles described above, we noticed that
some important pieces to make an impact with RL in human contexts are still
missing. We study these pieces in more depth in part 2.

Subsymbolic RL and Symbolic Knowledge
The theoretical and algorithmic advances that we propose in this work combine
techniques in two different directions within AI. These directions have often
been presented as conflicting in the past, even though these directions have
roots in antiquity and even both contain technologies that have around much
longer than the term ‘AI’ itself. This has changed in recent times within a new
field of research that looks at the combination of these so-called symbolic and
subsymbolic directions. Before diving into the specific contributions presented
in this thesis, we will briefly look into these directions and see why it is so
promising to combine them.

Symbolic AI refers to approaches that aim to create machines with in-
telligence based on high-level symbolic (human-readable) representations of
problems and solutions. For example, a human-readable representation of the
concept ‘cat’ can consist of its name, whether it is neutered and its relation
with other concepts such as the humans that feed it, the address it lives at,
and its preferred toy. The field of symbolic AI has produced techniques with
many strengths. Many of these techniques, for example, break a big problem
down into ever-smaller problems until the final problems are so small that the
solution is clear immediately. Doing so gives us an understanding of how the
technique is tackling the problem and allows us to inspect its reasoning at any
point in time. Additionally, symbolic AI approaches typically handle the arrival
of new (symbolic) knowledge very well and can often adapt an existing solution
to a new situation immediately. However, weaknesses of symbolic AI are that
it can be difficult to describe situations and appropriate behavior with upfront
and that it has shown insufficient performance on associative tasks with little
inherent structure such as perception and locomotion.

Subsymbolic AI approaches also aim to create intelligence in machines.
However, the representations used in these techniques are not human-readable.
As you will understand, it is quite hard to give an example of a representation
of a cat that is not human readable. Let me try anyway, using our current
understanding of how the brains of humans and cats operate. When we observe
a cat we know, the neurons in our brain exhibit a particular activation pattern
that somehow produces the sensation of recognition. This particular pattern
is a representation of a cat that seems to work to us individually, but that we
cannot share with others easily or manipulate explicitly, because it does consist
of symbols. Subsymbolic AI can learn similarly uninterpretable representations
based on how well these work rather than how well we can understand them.
The strength of subsymbolic AI is that it performs very well on associative
tasks such as perception and locomotion, but that it is much harder to employ
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on highly structured and high-level tasks such formal reasoning and planning,
tasks where prior knowledge is available, and tasks where outcomes have to be
correct to ensure the safety of people, animals and artificially intelligent agents.

Since subsymbolic and symbolic AI techniques offer complementary
strengths, it is a good idea to combine them. This is what we do in Chapter 6.
Here, we address the problem of choosing the settings of mechanical ventilators
at the intensive care unit (ICU). Mechanical ventilators are devices that sup-
ply air with oxygen to and remove air with carbon dioxide from the lungs of
patients for whom their spontaneous breathing is inadequate to maintain life.
These devices can be configured in various ways, for example, to blow more (or
less) air into the lungs at a lower (or higher) pressure and containing more (or
less) oxygen. By learning good settings from those previously selected, we may
be able to reduce costs and improve quality of care. However, we already have
an understanding of good strategies for mechanical ventilation. For example,
we know which settings never to use. We therefore encode treatment advice
from a medical guideline using logic from symbolic AI and then supply it to an
RL algorithm that relies on subsymbolic representations. We make the solution
safe by limiting the settings for the agent to choose from, and we change the re-
ward signal based on descriptions in the guideline. We evaluated the solutions
obtained using real-world data that were collected previously. The results show
that our solution chooses settings that are more varied than settings chosen by
clinicians, and more safe. Although the evaluation of previously collected data
proved challenging, the results indicate that the solution found in this way
would increase the survival rate of patients receiving mechanical ventilation in
the ICU.

Having looked at prior knowledge about safety and RL, we turn back to our
earlier application of the chatbot for recommending financial products. In this
application, we also want to control our agent and ensure that it protects cus-
tomers’ best interests. Similarly to the ICU example, knowledge about product
advice to customers has been encoded into a guideline that any representat-
ive of the bank has to adhere to. Since a chatbot advisor can be seen as a
representative of a bank, it also has to follow the guideline. A key difference
between the medical and the financial guidelines is that the medical guideline
describes only (un)desirable behaviors per situation, whereas the financial one
also describes (un)desirable behaviors over time. An example of a restriction
that includes time is: “always verify the identity of the customers before you
give advice”. This is why, in Chapter 7, we looked at making sure that we can
learn safely with RL if safety includes the notion of time. We showed how these
restrictions can harm the ability to learn suitable behavior, and proposed an
algorithm that bypasses negative effects of constraints with symbolic AI. We
showed that this algorithm performs almost equally as an unsafe algorithm,
but that it does not cause safety violations.

While it is important to ensure that RL agents adhere to restrictive in-
structions as we have done so far, it is also interesting to look at affirmative
instructions. In Chapter 8 we develop a framework for instructing RL agents.
The instructions we focus on here are in some way similar to recipes: they
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describe high-level steps that you need to perform to reach the goal of a spec-
tacular dish, but leave specifics out. As a result, it is possible to follow all steps
to the letter but still end up with a miserable dish. We, again used symbolic AI
to represent and reason over the instructions and combined it with a subsym-
bolic technique called deep RL. However, these techniques were combined in a
different way from our earlier approaches. Instead of altering the reward func-
tion and limiting the actions available to the agent, we split the subsymbolic
solution up into smaller components based on the symbolic knowledge. Instead
of learning a single solution for “preparing zucchini soup”, we learn single solu-
tions for its sub-parts “chop zucchini”, “pour into pan”, “blend until smooth”
and of course “season to taste”. These separate solutions can also be reused
across tasks and reconfigured to solve previously unseen tasks: the agent does
not need to start from scratch and can get to suitable solutions more quickly
as a result. It should be noted here that there are no predefined connections
between the subtask names such as “chop zucchini” or “mix” and the associ-
ated behaviors. The agent learns these associations autonomously when given
a sufficiently rich set of tasks – it has in some sense successfully learned what
it means to “chop zucchini” by itself by breaking up the full task into smaller
pieces with symbolic high-level reasoning and then learned solutions for these
smaller pieces with subsymbolic RL.

241



S

Summary Learning to Behave

242



SS

Samenvatting

Artificiële Intelligentie (AI) bestudeert hoe intelligentie in de natuur kan wor-
den nagebootst in machines. Voor ‘machines’ kan je ook ‘computers’ lezen,
want die zijn lekker flexibel en worden daarom veel gebruikt. In de natuur
vallen intelligente wezens op doordat ze hun gedrag kunnen aanpassen aan de
hand van opgedane ervaringen. Daarom is het een goed idee om aan machi-
nes ook een aanpassingsvermogen mee te geven. Dit is het kern-idee van het
studieveld van het machinaal leren. Er zijn verschillende vorm van machinaal
leren, waarvan reinforcement learning (RL) er eentje is. RL is een erg algemene
vorm van machinaal leren omdat het draait om het opeenvolgend kiezen van
een actie voor een situatie. De acties moeten zo goed mogelijk zijn, waarbij
met een score aangegeven wordt wat goede acties waren.

Er is recentelijk veel aandacht voor RL, zowel in als buiten de academische
wereld. Velen van jullie zullen de ‘AI’ herkennen die wereldkampioenen versloeg
in de spelletjes go, schaak en het computerspel ‘Starcraft-II’. RL is ook gebruikt
om ontwerpen van computer chips te verbeteren, een uitdagende taak waar
menselijke experts al decennia lang op puzzelen. RL is ook gebruikt om te
voorspellen hoe eiwitstructuren zich gedragen en om het energieverbruik van
datacentra omlaag te krijgen. Deze toepassingen zijn inspirirend, want ze laten
zien hoe RL ons leven kan verbeteren. Echter, veel praktijksuccesses van RL
zijn behaald in sterk gecontroleerde omgevingen waar mensen maar beperkt bij
komen kijken. Daarom onderzoeken we in dit proefschrift het gebruik van RL
in menselijke omgevingen.

We kijken eerst naar toepassingen van RL in menselijke omgevingen zodat
we beter begrijpen waarom het zo lastig is gebleken om RL in menselijke omge-
vingen toe te passen in Deel I. Daarna gebruiken we de opgedane lessen om RL
te verbeteren in Deel II. Dat doen we door het te combineren met voorkennis
in door mensen leesbare, symbolische beschrijvingen. Hieronder vind je een
beschrijving van deze twee delen.
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Toepassingen van Reinforcement Learning in Menselijke
Omgevingen
Als je iets wil verbeteren, is het een goed idee om eerst te kijken wat anderen
allemaal al geprobeerd hebben. Dat doen we in dit proefschrift door te kijken
naar wetenschappelijke literatuur over het gebruik van RL om digitale systemen
aan te passen aan individuen in Hoofdstuk 2. We geven een systematisch
overzicht van eerder werk zodat we geen belangrijke publicaties missen, zodat
iedereen snapt hoe het overzicht tot stand is gekomen en zodat het duidelijk
wordt welke technieken op elkaar lijken en welke elkaar juist aanvullen.

Een eerste voorstel om RL toe te passen in een menselijke context is te
vinden in Hoofdstuk 3, waarin we praatprogramma’s1 personalizeren. We doen
dit aan de hand van een praatprogramma die advies kan geven over financiële
producten. We vergelijken twee manieren die ieder op een eigen manier RL
gebruiken. De eerste manier verdeelt gebruikers in groepen aan de hand van
hun kenmerken en leert dan een programma per groep. De tweede manier traint
één programma getraind en voegt gebruikerskenmerken toe aan de geschiedenis
van het gesprek. Als we de programma’s testen, zien we dat ze het goed doen
in het financiële domein en dat gepersonaliseerde versies het beter doen dan
programma’s met de voorheen beste oplossing, welke beslissingen maakt op
basis van vooraf vastgelegde regels. In deze studie gebruikten we een simulator
zodat we de verschillende programma’s goed konden vergelijken.

Helaas is er niet voor ieder praatprogramma dat gepersonaliseerd kan wor-
den een simulator. Als er geen simulator is, kan het praatprogramma getraind
worden op scores die door mensen zijn gegeven– dit is wat de ontwerpers van
het recentelijk populaire praatprogramma chat-GPT hebben gedaan. Het ge-
ven van zulke scores is duur en kost veel tijd. Daarom is het belangrijk dat
dit proces goed in elkaar steekt. We kijken daarom naar het verzamelen van
tevredenheidsscores van praatprogramma-gebruikers in Hoofdstuk 4. We verza-
melen praktijk-adviezen voor het scoren van gesprekken uit wetenschappelijke
literatuur, vergelijken verschillende tevredenheidsscores en testen twee nieuwe
gebruikersomgevingen2 voor het geven van scores. Beide leveren scores van
hoge kwaliteit op. We delen alle broncode zodat iedereen die dat wil bruikbare
tevredenheidsscores kan verzamelen.

Een tweede voorstel voor het toepassen van RL in een menselijke omgeving
is te vinden in Hoofdstuk 5, waar we bestuderen of RL gebruikt kan worden om
te bepalen wat er voor vacatures geopend moeten worden. Om hun doelen te
behalen moeten organisaties de juiste mensen op de juiste plek zien te krijgen
op het juiste moment. Dit is lastig vanwege drie factoren. Allereerst moet er
vooruit gekeken worden. Als er bijvoorbeeld veel ervaren medewerkers zijn die
binnenkort met pensioen zullen gaan, dan is het een goed idee om nu alvast
aan vervanging te gaan denken. Ten tweede is vooruit kijken lastig, omdat de
loopbaan van medewerkers zich vaak lastig laat voorspellen. Tot slot is het ook
nog lastig om aan te geven hoe een geschikt personeelsbestand er precies uit ziet.

1chatbots
2user interfaces
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Om al deze uitdagingen te lijf te gaan, gebruiken we een combinatie van RL met
grote neurale netwerken3. Hiermee kunnen HR specialisten hun doelen stellen
aan de hand van kengetallen waar ze bekend mee zijn, zoals bijvoorbeeld de
hoeveelheid leidinggevenden t.o.v. de hoeveelheid niet-leidinggevenden. Daar
bovenop doet onze oplossing het goed wanneer medewerkers onverwacht van
baan wisselen of ontslag nemen, zo blijkt uit een praktijkstudie.

Door aan bovenstaande puzzels te werken, kregen we inzicht over missende
stukjes voor impact met RL in menselijke omgevingen. We bestuderen deze
stukjes van dichtbij in het volgende deel.

Subsymbolische RL en Symbolische Kennis
De theoretische en algoritmische bijdragen die we in dit deel van het werk
presenteren combineren twee verschillende richtingen binnen AI. Hoewel beide
richtingen uit de oudheid stammen en technieken bevatten die veel langer be-
staan de term ‘AI’, zijn deze richtingen in het verleden vaak als tegenstrijdig
gepresenteerd. Dit is de laatste tijd aan het veranderen met een nieuw on-
derzoeksgebied dat zich bezighoudt met de combinatie van deze zogenaamde
symbolische en subsymbolische richtingen. Voor we verder duiken in de spe-
cifieke bijdragen in dit proefschrift, kijken we kort naar deze twee richtingen
waarbij we zullen zien waarom het veelbelovend is ze te combineren.

Symbolische AI houdt zich bezig met het maken van intelligente machi-
nes aan de hand van abstracte symbolische beschrijvingen van problemen en
oplossingen, zodat wij mensen die kunnen begrijpen. Een voorbeeld van een
symbolische beschrijving van een kat bestaat uit diens naam, of de kat gecas-
treerd is en de relatie tot andere concepten zoals de mensen die het beestje eten
geven, het adres of het favoriete speeltje. Binnen de symbolische AI zijn tech-
nieken met vele voordelen ontwikkeld, zoals bijvoorbeeld de mogelijkheid om
inzicht te geven in de manier waarop een probleem wordt opgelost door deze
op te breken in kleine brokjes met kleine deeloplossingen. Hiernaast zijn veel
symbolische AI technieken erg sterk in het verwerken van nieuwe (symbolische)
kennis: ze kunnen dan vaak direct tot een geschikte oplossing komen. Nadelen,
daarintegen, zijn dat het vaak lastig is om alle situaties en geschikte acties op
voorhand te beschrijven. Ook zijn deze technieken niet erg geschikt gebleken
voor associatieve en ongestructureerde taken zoals waarneming en beweging.

Subsymbolische AI houdt zich ook bezig met het maken van intelligente
machines, maar gebruikt daarvoor beschrijvingen die niet voor mensen begrij-
pelijk hoeven te zijn. Zoals je je kunt voorstellen, is het lastig om een voorbeeld
te geven van een beschrijving van een kat die niet door mensen te begrijpen is.
Laat het me toch proberen, aan de hand van ons begrip van de werking van
hersenen van mensen en katten. Als we een bekende kat zien, dan ontstaat
er in de neuronen van ons brein een activitatiepatroon dat op één of andere
manier bij ons de sensatie van herkenning oproept. Dit specifieke patroon is
een beschrijving van de kat die voor ons goed werkt maar die we niet met

3rekenmodellen geinspireerd op het brein
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anderen kunnen delen of expliciet kunnen manipuleren omdat deze beschrij-
ving niet uit symbolen bestaat. Subsymbolische AI doet iets soortgelijks en
kiest ook beschrijvingen die goed werken maar niet per sé voor begrijpelijk
zijn voor mensen. Een voordeel hiervan is dat het erg goed werkt op onge-
structureerde en associatieve taken zoals waarneming en beweging, maar het is
helaas wel erg lastig toe te passen op gestructureerde en abstracte taken zoals
logisch redeneren en plannen, taken waar al kennis over beschikbaar is en taken
waar uitkomsten correct moeten zijn vanwege de veiligheid van mens, dier en
artificiële wezens.

Aangezien subsymbolische en symbolische AI technieken elkaar aanvullen,
is het een goed idee om ze te combineren. Dat is dan ook wat we doen in
Hoofdstuk 6. In dit hoofdstuk werken we aan het probleem van het kiezen
van instellingen voor beademingsapparaten op de intensive care-afdeling (IC)
van het ziekenhuis. Beademingsapparaten leveren zuurstofrijke lucht aan de
longen van patiënten van wie het eigen vermogen om te ademen te beperkt is
om te leven, en ze zuigen lucht met koolstofdioxide weer weg. Als we kunnen
leren wat goede instellingen zijn voor verschillende patiënten, dan kunnen we
zorgkosten naar beneden brengen en de zorg verbeteren. We hoeven hier ech-
ter niet vanaf het begin te beginnen. We hebben namelijk al een behoorlijk
begrip van (on)geschikte instellingen van beademingsapparaten in medische
richtlijnen. We gebruiken daarom een symbolische beschrijving van deze richt-
lijnen om een subsymbolische RL oplossing te verbeteren: we maken deze veilig
door de RL oplossing te laten kiezen uit veilige instellingen en we baseren het
leer-signaal op symbolische beschrijvingen uit de richtlijn. We evalueren de
gevonden oplossingen met eerder verzamelde patiëntgegevens en zien dat de
gevonden oplossing instellingen kiest die veiliger en gevarieerder zijn dan de
instellingen die clinici op de IC meestal doen. Hoewel een evaluatie op eerder
verzamelde gegevens uitdagend is, laten de resultaten wel zien dat de gevonden
oplossing voor de overlevingskansen van longpatiënten op de IC zou kunnen
verhogen.

Nu we een voorbeeld van veilig leren met RL hebben gezien, grijpen we
terug op de eerdere toepassing van het praatprogramma voor financiële pro-
ducten. Van dit praatprogramma willen namelijk ook garanderen dat het bij
het geven van advies de belangen van de klant behartigt. Net zoals bij de
beademing, gebruiken we hiervoor een bestaande richtlijn die beschrijft hoe
vertegenwoordigers van een bank zich moeten gedragen tegenover klanten. Het
praatprogramma is ook een vertegenwoordiger, dus je zou kunnen zeggen dat
die zich ook aan deze richtlijn zou moeten houden. Een belangrijk verschil tus-
sen de medische richtlijn en de financiële is dat de medische richtlijn beschrijft
of acties wenselijk zijn per situatie, terwijl de financiële richtlijn ook beschrijft
of acties wenselijk aan de hand van eerdere situaties en acties. Bijvoorbeeld:
“controleer altijd de identiteid van de klant voordat je een product aanbeveelt.”
Daarom zorgen we er in Hoofdstuk 7 voor dat we met RL veilig kunnen leren
als de veiligheidseisen eerdere acties en situaties mee nemen. We laten in dit
hoofdstuk zien hoe zulke veiligheidseisen het leervermogen kunnen schaden en
stellen een algoritme voor om dit te omzeilen aan de hand van symbolische AI.
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We laten zien dat dit veilige algoritme het bijna net zo goed doet als onveilige
algoritmes, maar dan zonder veiligheidsblunders te maken.

Alhoewel het nuttig is om ervoor te zorgen dat RL zich kan houden aan limi-
terende instructies, kan het ook interessant zijn om te kijken naar bevestigende
instructioes. In Hoofdstuk 8 ontwikkelen we een manier om zulke instructies
aan RL te geven. Hierbij nemen we instructies die lijken op recepten: ze be-
schrijven wel de stappen om een fantastisch gerecht te maken, maar laten de
details aan de kok. Het is daarom mogelijk om alle stappen netjes te vol-
gens, maar toch met een jammerlijk gerecht te eindigen. We gebruiken ook
hier weer symbolische AI voor de instructies en combineren het met RL. We
doen dat deze keer door met symbolische RL de taak van het koken van bij-
voorbeeld courgette-soep op te splitsen in kleinere taken zoals het snijden van
courgette, die we vervolgens aan de hand van RL oplossen. De kleinere op-
lossingen kunnen hergebruikt worden om bijvoorbeeld geheel nieuwe taken op
te lossen, bijvoorbeeld het snijden van courgette voor een salade. Daar komt
bij dat de oplossingen voor kleinere taken automatisch worden geleerd als de
gegeven instructies gevarieerd genoeg zijn – je zou kunnen zeggen dat er geleerd
wordt wat het betekent als er bijvoorbeeld ‘snijd de courgette in blokjes’ in een
recept staat door deze combinatie van symbolisch redeneren en subsymbolische
RL.
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