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Introduction RL with Temporal Constraints!©]

that should never be violated in 1) Rule book  2) LTL specifications  3) Safety automaton
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being safe = sparse reward: 4) Environment  5) Env. automaton 6) Safetg game
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Distance metric | 8) Provable safe agent 7) Solve
A(p) = # steps in automaton towards high-level

Actions that this distance are valued under t*
Experiments

Algorithm sketch:

1. For every automaton state p,: A[gorith MS
2. Compute distance A
2 Comgute Drogress A?;’;% — A(py) PAP-a: tune ¢ Shielded: safe RL baseline
' . . X D4 P-0: i : i i
L Assign potentials ¢(p,) = ¢ (A(po) — A(py)) DZ D_o: ovzrestlr;mtetc Unsafe: vanilla RL baseline
5. For every time step t: J- Ungerestimate
6. Generate (s,p,a,r,s’,p") _
/. Shapereward r’ :=r + y¢p(p') — ¢p(p)!! Environments
8. Update  with (s, a,r’, s) crid world Chatbot
| from literature constraints
start —s( Po, qo l toy example learned simulator
‘ tabular Q-learning DQN
x, %, d
P1 P2 P3 P4
Episode | —P4P 1(()) I ?MW f‘f"i':":"f’ W
length | IRAFvavr, \'u.n\ ‘ -0 — —10 s
@ Distance @ Progress Rl v T § L
| y R 'r's':',."Shlelded 2 Ty [ [ | msems | mamme
: R —-Unsafe —10 ':v:':‘:\'.“n'v'\.' HPnamrnn
10° \F b ‘

P1—-4 P1-5 P1-6 —PA4P

’N‘ < 2 [3 A28 o
PR | iR | SRR _.p4p_o

0 20 40 pisodeGO 80 100 10 [T [ ey | - PAP-u
o ° -=Shielded
DISCUSSIOn 12 3 1 2 3 1 2 3 —.Unsafe
x 104 x 104 x 104

10

Relation between and for safe RL
P4P safe baselines
Scale safe RL by learning and over constraints
Results comparable to unsafe baselines <- P4P costs for
Inform learner of progress with potential-based shaping being safe!
New Questions: : performance stable as problem is more constrained
« Some constraints have a large impact.
Why? |dentifiable a priori? with respect to c
- What if the constraints change? » Can be tuned automatically
« Can we learn the environment model/automaton?!s! » Set up front using domain knowledge

« Beyond safety: prior knowledge as constraints? « OKif ‘poorly’ chosen
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